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1. Introduction

The Knowledge-Based Software Assistant (KBSA) Concept Demonstration
System (Concept Demo) project, sponsored by Rome Laboratory, USAF, took
place over three years (between September, 1989 and September, 1992).

1.1 Goals of the Concept Demo Project

The major goals of the project, as defined in section 1.3 of its Statement of Work,
were these:

* Integrate KBSA technology concepts developed thus far into a single life
cycle processing system. This work will provide additional insight to
guide the direction of phase 2 and phase 3 KBSA contractual efforts...
particularly insights into the requirements for (a) an integrated high-to-
medium-level interface suite and (b) high-to-medium-level process
mediation and coordination.

* Gain leverage from current industry research in, or related to, KBSA
technology areas.

* Provide a vehicle for technology transfer [to] complement the efforts of
the KBSA Technology Transfer Consortium.

1.2 Structure of the Final Report

This report describes the work accomplished under the project and presents its
suggestions for future work in the area. It consists of six sections:

1. Introduction (this section);
2. Overview of the Concept Demonstratio'i System;
3. Description of the Concept Demo Architecture for Intelligent Assistance;
4. Formal Validation in the Concept Dem6nstration; .
5. Concept Demonstration Software Development Process Model;
6. Lessons Learned and Issues Facing Future KBSA Efforts;
7. Bibliography; and
A. Appendix with Technology Transfer Survey Feedback.

Section 2 will describe how the Andersen Consulting has drawn upon many
sources, including earlier KBSA work, leadingI(BSE research from industry and
academe, and commercial technology, practice, and insight to build the Concept
De.no. Section 3 will then discuss, in greater detail, the Concept Demo's process
mediation and coordination mechanism and the mixed-initiative approech used
in its interface. These capabilities support and enact-the pracms mo•dl dscribed
in section 5. Section 4 describes the evaluation of formal software validation
technology undertaken in an extension to the original contract effort. In
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conclusion, Section 6 will relate the current state of Concept Demo technology
transfer efforts, and will present the lessons we have learned as insight for future
KBSA research program efforts.

Please note that section 4 contains its own bibliography.
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2. Overview of the KBSA Concept Demo System

2.1 Introduction

This section describes the architecture for the complete Concept Demo system.
We wished to reuse, where possible, previous KBSA software in developing the
system. The decision to reuse previous prototypes needed to be balanced against
other requirements to develop a well integrated, relatively robust 'ystem. The
first major design decision made in the project was what hardware/software
platform to build the Concept Demo on and how to leverage previous KBSA
prototypes. As part of this decision making process we acquired all the available
KBSA prototypes and experimented with them and with their support
environments - Software RefineryTM, Socle, AP5/POPART, and the KBSA
Framework. Based on these experiments, we chose Software Refinery (or
RefineTM for short) on the Sun workstation as our primary development
environment. The reason for this decision was that unlike other KBSA support
environments, Refine was a commercial product and hence was more robust,
stable, and better integrated than non-commercial KBSA environments.

Our decision to use Refine implied that we would integrate Refine-based KBSA
prototypes (the PMA and Development Assistant) and reimplement
requirements and specification functionality from prototypes (KBRA, the
Specification Assistant, and Aries) built in other environments. Our development
of the Concept Demo system can thus be divided into two types of efforts:
integration and (re)implementation. Section 2.2 describes our work to integrate
existing KBSA prototypes and other related tools. Section 2.3 describes the
general framework and requirements/specification functionality we developed
in Refine.

2.2 Integration

Figure 2-1 shows a high-level data-flow diagram (DFD) for the complete Concept
Demo system. All of the process circles that have an underlined title are systems
that were developed separately from the Concept Demo project. Some of these
systems such as the CoGenTex text generator and the PMA have been modified
and extended as part of the Concept Demo. All of the process circles that do not
have underlined titles were developed as part of the Concept Demo project. The
system that required the bulk of the Concept Demo development effort was the
CD Framework. The CD Framework includes general functionality that spans the
complete life-cycle such as a wide-spectrum specification language, process
representation, and user-interface capabilities. The CD Framework is used as an
integration vehicle for the entire system and as a platform on which to build the
Concept Demo requirements and specification functionality. In this section we
discuss the systems that have been integrated into the Concept Demo via the CD
Framework.
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Figure 2-1: High-level DFD for the Concept Demo System

2.2.1 Incorporation of Requirements Documents

The text entry capabilities in the CD Framework are limited to using Emacs as
part of the Refine environment. We wanted to also incorporate documents
developed using WYSIWYG text processing systems such as Microsoft WordTM
and existing large requirements documents. To incorporate such documents, we
developed a translator that takes documents in Rich Text Format (RTF - a
WYSIWYG standard promoted by Microsoft) and translates them into the
hypertext format used in the Concept Demo. The RTF to Hypertext translator
uses heuristics developed in the TAO system [Swaminathan 92] to group
document paragraphs into hypertext nodes and sub-nodes based on the format
of the document (e.g., use of bold face, section numbering, etc. ) The translator
has been used to automatically translate large documents such as the Hughes
radar tracking text specification used in the Development Assistant [Smith 911
and the Concept Demo documentation [Andersen 92] into hypertext format.

2.2.2 Incorporation of Aries Gist Specifications

The Acquisition of Requirements and Incremental Elaboration of Specifications
(Aries) project [Johnson 90] was a follow on to the KBRA [Harris 88] and
Specification Assistant [Johnson 88a] projects. Aries developed an integrated
requirements and specification environment with features from the KBRA and
the Specification Assistant. Aries also explored specification reuse. We wished to
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be able to utilize the large reusable specifications that were being developed as
part of the Aries project. Even though Aries was built in the AP5/Popart
environment and the Concept Demo was built in Refine, two developments
made it possible to build a translator from Aries Gist to the Concept Demo
specification language:

1) The Aries project developed a new version of Gist that used a syntax
similar to the Refine language.

2) The Concept Demo developed the Extended Refine Specification
Language (ERSLa) which extended Refine with constructs from Gist such as
invariants and demons. ERSLa is described in detail in section 2.3.1.2.

The Gist to ERSLa translator was developed by ISI as part of their sub-contract
on the Concept Demo project. It automatically translates approximately 80% of
Gist specifications into ERSLa. Type definitions, unary relations, binary relations,
and invariants can all be reliably translated from Aries Gist to ERSLa. Some
types of demons and procedures from Gist require manual translation. The Gist
to ERSLa translator was used to translate the large Aries upper model
specification into ERSLa as well as several smaller specifications in the air traffic
control and traffic light domains.

2.2.3 PMA Integration

As part of our requirements and specification functionality, we built an agenda
mechanism to keep track of problems and suggest solutions for evolving
requirements and specifications. We wanted this process guidance functionality
to be tightly coupled with the project-management functionality provided by
integration of the KBSA Project Management Assistant (PMA). Thus, the
integration of the PMA was done at the object level, instead of at the file level.
The essential PMA domain model is loaded as part of building the CD
Framework. The task objects used to represent individual development steps in
the CD requirements/specification environment are subclasses of the task class
used by the PMA. In addition, it is possible to develop subtask hierarchies that
start with PMA group level tasks and can be decomposed down to tasks that
represent individual development steps such as transformations. The Concept
Demo requirements/specification functionality can be built starting on a Lisp
image that has the PMA loaded. This allows the full functionality of the PMA to
be used on Concept Demo tasks.

The PMA has been extended by the integration of the CoGenTex text generator.
This is used to automatically generate project management reports from the PMA
knowledge-base. This work was done as a subcontract to the Concept Demo by
CoGenTex. The text generator consists of three parts: the generator shell,
developed previously by CoGenTex; the information specific to the application at
hand (the generation of reports for the PMA); and the Intermediate Knowledge
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Representation Scheme (IKRS), which gives the text generator access to the

knowledge represented in the Concept Demo.

2.2.4 Generation of Project Management Reports

The application-independent generator shell was not altered as part of the text
generation effort for the PMA. It consists of two main components:

The realizer handles all English-specific sentence-level processing.

The sentence planner determines the form of the sentences that the realizer will
generate.

Furthermore, the generator shell contains code that interprets the macro-
language commands used to encode application-specific information for the text
planner, which determines content and structure of the target text, without
concern for linguistic form.

2.2.4.1 The Application-Specific Generator

The first task in building a text generator for the PMA was to determine the types
of text that should be generated. This task was performed at CoGenTex with
close feedback from Anderqen personnel, thus giving domain experts the
opportunity to provide input into this crucial phase. The main constraints are the
available knowledge in the underlying application program, and the
requirements on the output texts. In the PMA, the knowledge representation
provides a hierarchical decomposition of tasks. These tasks are annotated with
semar'lic information that identifies them as one of a limited and predefined set
of task types -- requirements, specification, issues resolution, coding, testing etc.
Furthermore, each task is annotated with begin and end date. After carefully
studying the available information and the usefulness of different types of text, it
was decided to generate texts that for a specific period describe all ongoing
activity. The text is structured according to a typical software development
model: requirements analysis precedes specification, which precedes coding, etc.
In addition, another model was developed to correspond with the KBSA process
model [Sasso 90] used in the Concept Demo. If a task has subtasks, then the
subtasks are described before the next task in the software development model is
discussed. For each of these tasks, the text follows the hierarchical
decomposition of tasks in the PMA knowledge representation. A limit can be set
on the depth at which such task decomposition is described, in order to describe
tasks at the appropriate level of detail for different users.

The generator shell needed to be augmented with three types of information:

The concepts that the texts communicate needed to be defined. Concepts are
language-independent, frame-like representations of communicative content.
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For the PMA, the concepts include budget-item, milestone, and requirements.
Concepts are expressed in a macro-language interpreted by the generator shell.

The text planner was encoded. It accesses the knowledge base of the PMA (via
the IKRS; see below) and determines structure and content of the target text. The
structure and content is expressed as a stream of conceptual representations
(encoded in terms of the concepts) that the text planner sends to the sentence
planner. The text planner is expressed in a macro-language interpreted by the
generator shell.

The conceptual dictionary was defined. It contains translations from concepts to
linguistic structures, that encode lexical and deep-syntactic realization choices.

2.2.4.2 The Intermediate Knowledge Representation Scheme

The Intermediate Knowledge Representation Scheme (IKRS) is a representation
of PMA domain knowledge within the text generator. It has two distinct
purpc-.es:

Certain inferences and calculations about domain facts must be made for the
sake of text generation. These inferences should not be made by the text
generator proper, because they are not related to communication (only
motivated by it). On the other hand, the text generator should not expect the
underlying application program to be modified for its purposes. The IKRS thus
allows for conceptual modularity. In the PMA text generator, one of the main
tasks of the IKRS is to represent and perform calculations on time points and
time intervals, which is needed both for structuring the text, and for choosing
proper grammatical tense for sentence realization.

The IKRS also allows for an easy integration of the text generator with the
underlying application, since the interface can be concentrated in one file, ra'her
than scattered throughout the generator. Thus the IKRS is a crucial tool in
modular software development.

2.2.4.3 Sample Text

The following is a sample text illustrating the description of tasks performed
using the KBSA process model in the Concept Demo.

Project Report

This report covers the period from October 1 I th until Octobe? 23rd.

Progress Against Milestones
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Building of the Air-traffic-management started. Requirements acquisition for the Air-
traffic-management was completed. The specification for it started. Outstanding issues
were resolved. Manually created issues were addressed. Transferring the slots to the
flight plan resolved the issue of adding a flight plan to the air-traffic-management domcin
model. Syntactic issues were resolved. Defining a referenced object addressed the issue of
an undefined name reference. This issue was resolved manually. Resource issues were
resolved. The issue of illegal access of aircraft location was addressed by splicing a
communicator to resolve the illegal slot usage. This issue was resolved manually.

Cost Status

35% of the project budget has been spent ($7,000 out of $20,000).

Schedule Status

The project is currently on schedule.

2.2.4.4 Project Management Report Generation Summary

The CoGenTex text generator for the PMA in the Concept Demo has shown that
in a relatively modest effort it was possible to build a useful tool for project
managers. The principal areas for future improvement are the identification of a
larger set of conceptually defined task types (so that the generator can be more
explicit in describing the structure of projects) and a more complete integration
with the Concept Demo knowledge-base. The text generator is the one module in
the Concept Demo that is only integrated at the conceptual level. I.e., it is
currently necessary to manually create an object structure that corresponds to the
task hierarchy that needs to be paraphrased. To complete the actual integration
would not be difficult - it would involve the definition of accessor functions to
communicate between the text generator and PMA objects.

2.2.5 Integration with the Development Assistant

The Development Assistant is used in the Concept Demo to illustrate the KBSA
approach to the downstream part of the development life-cycle. Integration with
the Development Assistant was achieved by building the ERSLa language on top
of Regroup - the specification language used by the Development Assistant.
ERSLa was originally developed on top of Refine and for simplicity we often still
describe it as an extension of Refine since Refine is more widely known than
Regroup. Regroup specifications are all legal ERSLa specifications. This allows
the requirements/specification functionality in the Concept Demo to be used to
develop Regroup specifications and to link formal Regroup specifications to
informal requirements in the Concept Demo hypertext system. This integration is
illustrated in scenarios 3.4.6 and 3.4.7 in the Concept Demo User's Manual
[Andersen 921.
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2.3 Reimplementation and New Functionality

A high-level view of the data-flow for the modules of the Concept Demo built
using the Concept Demo framework is showr in figure 2-2. In the following
section we will discuss the Concept Demo framework and the functionality built
on it.

RTF =>Hypertext Concept Demo Framework

translator

Hypertext Aaito
paraphraser Formal

\ validation

Fies Creae Devevlopentlhypertext viatkesation

Hypertet mechanismt

Ob"j-cts Develop)ment elaora io

Pr ttasks

Files el enCreate DevelopmentreS..... • hypert~extvia) tasks /

Prjc ,.,,,,,,• Development & project
m management tasks .Regroup

Algorithm

Figure 2-2: Expanded DFD Showing the Concept Demo Framework
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2.3.1 Concept Demo Framework

The Concept Demo framewrk consists of the presentation-based interface, the
ERSLa specification language, the history mechanism, and the agenda
mechanism. ERSLa and the presentation-based interface are discussed ir the
following sections. The history and agenda mechanisms are discussed in detail in
section 3 of this report.

2.3.1.1 Presentation-based Interface

Figure 2-3 shows the architecture for the Concept Demo user interface. The
starting point is an X version of Common Windows - a window system that is
part of the AllegroTM Lisp environment that Software Refinery is built on. The
next level is IntervistaTM. Intervista is the window environment that is part of
Software Refinery and provides UI capabilities especially suited to software
development environments.

ATC Class Decision
Simulation, ... IBIS, hierarchy. E/R, table, ...

Animation Hypertext Tree AGL Tables

Graphics (Q-aphs

Context Driven Menus & Presentation Mechanism

Intervista

Common Window--

X Windows

Figure 2-3: Architecture for the Presentation-based Interface

All of the levels above Intervista are additions developed in the Concept Demo.
The following is an overview of these general Concept Demo user interface
utilities. For details on how to use and extend these utilities see section 5.4.2 in
the Concept Demo User's Manual.

Context driven menus provide general utilities for associating menus with
objects and presenting specific menus based on the context of the object.

The presentation mechanism maintains consistency between the knowledge-
base and the user interface.

Animation graphics are built primarily on Common Windows. These are
utilities to create and animate bitmap icons.

2-8



The hypertext mechanism provides general utilities for associating strings with
kb-objects (building on Intervista's mouse-sensitive printing windows) and for
structuring and viewing hypertext documents.

Tree graphs extend the functionality in Intervista for graphing trees.

AGL (Aethetic Graph Layout) is an extension of the Diagram Windows
component in Intervista for visualizing general graph structures. AGL provides
utilities to automatically position nodes in network graphs and to automatically
route edges in such graphs in order to minimize bends and crossings. The node-
positioning heuristic works moderately well for small graphs. The edge-routing
algorithms are mature and work well even on large graphs.

Tables is a set of utilities that extends the "You're On Your Own" (or YOYO)
table provided in the Refine 3.1 version of Intervista.

Representative user presentations are shown across the top of the diagram
above the particular utility that they use. For example, the E/R presentation is
built using the AGL utilities. Since the majority o• these presentations deal with
requirements and specifications, their detailed descriptions are provided in
section 2.3.2 (below) describing requirements and specification functionality.

2.3.1.2 Extended Refine Specification Language (ERSLa)

The ERSLa language is built on top of the Regroup language used by the Development
Assistant project. Regroup is itself an extension of the Refine language. For a description
of the Refine language, see the Refine User's Guide. For a description of Regroup and
the Development Assistant, see the Development Assistant final report [Smith 91].

There are three types of ERSLa extensions:

1) Gist constructs.

2) Object-oriented constructs.

3) Domain-specific constructs.

The following section describes the most important extensions in ERSLa. Section 5.2 in
the Concept Demo User's manual provides extra detail for ERSLa users.

2.3.1.2.1 Gist Extensions

The ability to declare and maintain constraints is one of the most important
features of the Gist specification language that does not exist in Refine. The two
Gist constructs for defining such constraints are the invariant and the demon. An
invariant describes some logical condition that is always meant to be true. A
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demon consists of a predicate to test (the when condition) and an action to take
when the predicate is true.

Using the grammar definition capabilities in the Dialect component of Software
Refinery, it was relatively simple to define a new grammar that inherits from the
Regroup grammar and adds constructs for invariants and demons. However, we
wanted to also make these constructs executable. To do this, we built on the
policy mechanism in the PMA [Daum 90]. The PMA policy mechanism allows
managers to define high-level constraints on the project-management
knowledge-base and actions to take when policies are violated. The policy
mechanism is implemented using a general knowledge-base constraint
mechanism called a monitor which is equivalent to the demon construct in Gist.
Like the demon, the PMA monitor consists of a "when" part to define the policy
and a "do" part to define the action taken when the policy is violated. Demons
in ERSLa get translated to these PMA monitor objects. Invariants in ERSLa are
transformed to monitors where the "when" condition is the negation of the
invariant and the action is to report a violation and interrupt the specification
simulation.

The current implementation of constraints in ERSLa is inefficient. Any demon or
invariant which has a universal quantification over two or more classes will
execute very slowly if there are more than a few (five or more) instances of the
classes. Many of the efficiency problems inherent in PMA policies and ERSLa
constraints have been addressed in further work by Xio Lia Xian (the original
developer of the PMA policy mechanism) reported in [Jagadish 92].

2.3.1.2.2 Object-Oriented Constructs

KB-Modules. A kb-module is an object that collects other objects into functional
modules. Unless explicitly declared, objects in one module are hidden from other
modules. Use relations between modules are explicitly declared. This is an attempt to
represent and reason about encapsulation at a larger level of granularity than that
provided by classes. In the Concept Demo, systems are compositions of kb-modules
(where each module itself may contain a number of sub-modules). Kb-modules use a
protocol similar to the package protocol used in Common Lisp for describing relations
between modules. Each module has exported objects. Each module has a set of modules
which it uses and another set which it is used by. An object X is visible to another object
Y if and only if

1) X and Y are in the same module, or

2) the module that X is contained in is used by the module that Y is
contained in and X is exported from its module.

Kb-modules can contain many types of objects. They may contain formal objects
describing requirements and specifications. They may contain informal (e.g., hypertext)
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objects describing requirements or tasks. They may contain objects which make up the
Concept Demo system. An important type of kb-module is a library module. A library
module contains instances of other kb-modules. Note that there is an important
difference between loading the definition for a kb-module (a particular instance of the
kb-module class) and loading the objects contained in a module. Typically there will be
many more modules defined than are actually loaded into the environment.

Methods. ERSLa extends Refine with a message passing protocol that is similar to that
used by the Common-Lisp Object System (CLOS). A method definition in ERSLa looks
exactly the same as a function definition in Refine, except that "method" is substituted
for "function". In defining a method, the data-type for the first argument must be
declared, and that data-type must be an object-class. The data-type for the first
argument of the method is used to determine which class this method is defined for.
Invocation of methods is exactly the same as invocation of functions. This is similar to
CLOS, except that only the first argument of the method can be used to discriminate the
handler in ERSLa.

2.3.1.2.3 Domain Specific Constructs

While developing the Concept Demo, we frequently presented the evolving
ERSLa language to software development professionals for feedback. One
common issue raised was the difference between a programming language and
a specification language. In the research community this debate often centers
around the degree of formality, declarativeness, and executability of the
language. However, these issues were of little concern to the developers that we
talked to. Instead, they wanted representations that allow them to describe
problems easily, intuitively, and using existing notations. In addition, they did
not seem to be concerned with distinction between the language and the
interfaces that support it. For this reason we believe that domain specific
representations - combinations of language extensions and graphic interfaces
- will play an important role in the long term adoption of KBSE. The following
are examples of such representations.

In the current version of ERSLa the "domains" are types of programming
problems rather than application domains. In the long term, we would like to
develop a hierarchy of domains, building first on a general purpose specification
language, then adding programming domain constructs (such as those described
below) and finally building application domain constructs. These ideas are
described in more detail in [Cabral 91].

Measurement Units. In domains as diverse as scientific programming and
accounting, the association of units with numbers occurs on a regular basis. The
measurement-type constructs in ERSLa allow developers to associate numbers
(integers or reals) with values. This provides automatic checking for entered
values as well as conversions from one measurement to another - e.g., if "2
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minutes" is entered where a seconds-measurement is required then it will be
automatically coerced to "120 seconds".

Decision Tables. The decision table is used to describe complex decision logic.
In this case, the language construct is just a place holder tor the graphic interface
for creating and editing the table. The graphic interface will inherit the lexical
scope for the particular language construct that it is being used to edit. This
means that when filling in the table, the options will be constrained by the local
variables that are visible in the context of the specification object that the decision
table is contained in.

Time Demons. In order to create real-time simulations to test our executable
specifications, we extended the traditional notion of a Gist demon with a demon
that is triggered by the passage of time. Instead of a "when" condition, time
demons use the keyword "every" followed by a time measurement defined using
the measurement units (e.g., "5 seconds"). The action or "do" part of the time
demons is exactly the same as regular demons - i.e., any ERSLa expression.

2.3.2 Requirements & Specification Functionality

This section describes all of the requirements and specification functionality in
figure 2-2 except for the agenda mechanism and the formal validation
functionality. The agenda mechanism is described in section 3 of this report. The
formal validation functionality is described in section 4.

2.3.2.1 Requirements Organization & Formalization

The Concept Demo uses a Hypertext presentation to enter and view informal
requirements. Each requirement is entered as a text string with pointers to other
objects such as the author of the requirement, other requirements with which the
requirement may conflict, requirements documents that the requirement is part
of, etc. The text string for the hypertext requirement is a hyperstring. A
hyperstring and its pointers to other objects is a hypertext node. When a
hyperstring is entered or modified, any words in the hyperstring that correspond
to the names of objects describing requirements or specifications for that system
are highlighted in boldface and made mouse-sensitive, providing the developer
with access to context specific menus. This recognition was described with the
phrase Catch as Catch Can in the KBRA [Harris 881, since the tool will often fail to
recognize words or phrases that relate to formal objects because of the ambiguity
inherent in natural language. Whenever the knowledge base is updated, part of
the job of the presentation interface is to update the display of viewable
hyperstrings so that references to objects that have been added or deleted will be
updated.

The Concept Demo does not use natural language processing techniques, such as
those found in the KBRA. It is limited to simply processing each word in the
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string and looking it up in the knowledge base. However, it provides general
hypertext functionality that was not present in KBRA, as well as classes of
hypertext nodes and hypertext links that are geared toward requirements. These
include all the classes (issues, positions and arguments) and links (responds-to,
objects-to, supports, etc.) in the IBIS [Conklin 881 methodology.

2.3.2.2 Graphic Presentations

Most of the presentations in the Concept Demo relate to creating, modifying and
viewing formal and informal requirements and specification objects. For that
reason a detailed discussion of the "user level" presentations mentioned in
section 2.3.1.1 was postponed for this section. The following conventions are
used to show the relation between the user level presentations and the general
interface capabilities described in 2.3.1.1.

"* Presentations ending in "diagram" are built on the AGL layer.

"* Presentations ending in "tree" are built on the tree graph' layer.

"* Presentations ending in "display" are built on the hypertext layer.

"* Presentations ending in "animation" are built on the animation layer.

"* Presentations ending in "table" are build on the tables layer.

Presentations for class and slot definitions.

* Entity Relation (E/R) Diagram. Allows the developer to view and edit
class definitions using an E/R formalism. Classes are treated as entities,
slots with a range that is not a KB class (e.g., integer, string, symbol, ...) are
treated as attributes, slots with a class range are treated as relations.

9 Class Tree. Graphs the subclass links between a group of classes.

Presentations for instances. These presentations are useful for viewing instances
and slot values. Since elements of specifications are also instances, e.g., a class
definition is itself an instance of the Class (meta) class, these presentations are
useful for viewing specification and requirements objects and the relations
between them. These presentations are also useful for viewing objects created as
a result of executing simulations.

1 Many of the tree-based presentations are graphs that may not always be strictly trees
(e.g., the function calling graph). The tree graphing utilities will still work in such cases.
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o Object Frame Display. Displays slots for a particular object and the
values for the slots. The slots and the slot values are mouse-sensitive,
providing the developer with access to context specific menus. The
developer can control which slots will be seen for instances of each class.

o Edit Object Display. Similar to the Object Frame Display except that the
slot values can be edited.

o Object Values Table. Takes a set of instances and a set of slots and
displays the slot values for each slot on each instance in an editable form.
This presentation is written so that it can be easily customized to display
and edit specialized views of the knowledge-base.

o Non-functional Requirements Table. The ERSLa meta-model includes
slots that represent non-functional requirements for specification objects
(e.g., required execution time for a function). These are defined using the
measurement types in ERSLa. This presentation is a specialization of the
Object Values Table for editing these slots.

o Semantic Net Diagram. Takes a group of instances and a group of
relations and graphs the links between those instances. This presentation is
written so that it can be easily customized to display and edit specialized
views of the knowledge-base.

e IBIS Diagram. A customization of the Semantic Net for displaying IBIS
instances (positions, issues, arguments) and links (responds-to, supports,
etc.).

o REMAP Diagram. A customization of the Semantic Net for displaying
objects and links corresponding to portions of the REMAP model for
requirements tracking described in [Ramesh 91].

e Hypertext Display. Integrates the Object Frame display with a
mechanism for dynamically creating mouse sensitive highlighting for
references to objects in hyperstrings.

o ATC Animation. Has bitmaps defined for aircraft and airports, and uses
time-demons to update the location of an aircraft on the screen when it
takes-off, lands, or changes its position.

o Traffic Light Animation. Has bitmaps (cars, trucks, and colored stop
lights) to simulate the traffic light specification. This presentation has not
been integrated with the traffic light specification in the current version.

Process req/spec presentations. These are useful for viewing control and data-
flow views of requirements and specifications.
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* Information Flow Diagram. Provides information on how the slots of a
class are accessed and modified by functions and other process oriented
specification constructs.

* Syntax Based Display. Displays the ERSLa description for a KB object
and performs mouse sensitive highlighting based on the parse tree of the
object.

e Function Decomposition Tree. Takes a function and graphs all the
functions called by that function (and all their callers, etc.)

* Decision Table. The graphic interface for editing the decision table

construct in ERSLa.

KB Module presentations.

* Used-by Relations Tree. Displays the use relations between knowledge
base modules.

e Module Decomposition Tree. Takes a starting kb-module and shows all
the kb-modules which are contained in that module (as well as any
modules contained in those modules, etc.) This is analogous to the top-
down product decomposition diagrams in 2167a Software Design
Documents.

Software process presentations.

9 Task History Tree. Graphs the actions (instances of tasks) performed in a
development session.

e Task Decomposition Tree. Graphs all the subtasks of a task.

2.3.2.3 Specification Feedback

One advantage of a formal specification is the ability to reason about the
specification and provide feedback to the developer. The Concept Demo
provides four types of specification feedback: Syntactic Analysis, Resource
Analysis, Paraphrasing, and Simulation.

e Syntactic Analysis provides feedback on the syntactic correctness of each
specification construct. This includes problems such as type
inconsistencies, references to undefined objects, and parameter mismatches.
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* Resource Analysis is used to analyze the resource usage of objects across
kb-module boundaries. Objects that violate the encapsulation rules
described in section 2.3.1.2.2 are flagged with issues.

e Paraphrasing is used to translate formal specification constructs into
English. The Concept Demo paraphraser is adapted from the software used
by the Aries system to paraphrase Gist specifications. See [Williams 90] for
a detailed description of the paraphraser.

* Simulation is used to evaluate the behavior of an executable simulation.
During simulation any invariant violation interrupts the simulation and is
recorded in a log for the simulation. The animation interfaces described
above provide graphic capabilities for controlling and viewing simulations.
The ERSLa demons triggered by the passage of time provide high-level
constructs to create and control simulations.

2.3.2.4 Evolution Transformations

The Specification Assistant and Aries projects developed the concept of Evolution
Transformations for performing "stereotypical, meaningful changes to the
specification" [Johnson 881 in "systematic, controlled ways" [Johnson 90b].
Evolution transformations are performed with the history mechanism, allowing a
developer to explore alternative development options and to undo and redo any
sequence of development steps. An important accomplishment of the Concept
Demo was to integrate evolution transformations with the requirements and
specification feedback discussed above using a task based process formalism.
The architecture for this integration is discussed in detail in section 3. Here we
provide a description of the types of evolution transformations that exist in the
Concept Demo.

Evolution transformations in the Concept Demo can be categorized along two

orthogonal dimensions:

1) The degree of automation/sophistication provided by the transformation.

2) The goal that the transformation is trying to achieve.

Along the first dimension (automation/sophistication), the Concept Demo
transformations fall into three different categories from least to most
sophisticated:

1) Tool wrapping transformations. These transformations are really
programmatic ways of invoking other tools such as editors or functions to
compile and load files. These transformations provide functionality similar to
"derivers" in the Artifacts system [Karr 89] or the tools wrapped by envelopes in
the Marvel [Kaiser 88a] system. Examples of these types of transformations are
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invoking Emacs to define or edit an informal requirement and loading a kb-
module from a file.

2) Basic KB manipulation transformations. These transformations provide
functionality to create and make basic changes to specification language objects.
They are similar to the functionality provided by sophisticated object-oriented
development environments such as KEE [Fikes 85] to create and modify classes,
slots, and methods. These transformations are also the building blocks for the
third group of transformations. Examples of these types of transformations are
defining new classes and adding slots to an existing class.

3) Pattern matching transformations. These are the truly powerful evolution
transformations. The previous two groups of transformations for the most part
simply add to or make local changes to the knowledge-base. These
transformations use the pattern matching capability in the Refine transformation
engine to make wide-scale changes to the specification and evolve it in a
controlled fashion. An example of this type of transformation is the bundle
transformation. Bundle moves existing slots from one class to another while
maintaining consistency with existing functions, invariants, etc.

Considering the transformation's goal (the second dimension), the Concept
Demo transformations can be grouped into the following 5 categories:

1) Project-management. These transformations work on process objects.
Examples of these transformations are assigning a task to a developer and
creating a task structure for the development of a kb-module. Most of these
transformations are basic KB manipulation transformations.

2) Requirements definition. These transformations are for creating new
hypertext requirements via Emacs or for translating existing RTF files into
hypertext format. Most of these are tool wrapping transformations.

3) Requirements elaboration. These transformations edit and annotate existing
requirements. These are a combination of tool wrapping and KB manipulation
transformations. Examples of these transformations are adding IBIS nodes and
links to a hypertext requirements document.

4) Specification definition. These transformations create initial specification
language definitions. They are a combination of tool wrapping and basic KB
manipulation transformations. Examples of these transformations are creating
classes, invariants, etc.

5) Specification elaboration. These transformations evolve existing
specifications. They are primarily pattern matching transformations. Examples of
these transformations are bundle and splice communicator.
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Scenarios 3.4.2,3.4.3, and 3.4.4 in the Concept Demo User's Manual demonstrate
the use of many evolution transformations. Section 5.3 in the manual contains a
detailed description of the core evolution transformations.
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3. The KBSA Concept Demo Architecture for Intelligent Assistance

3.1 Introduction

In this section we describe the Concept Demo architecture for intelligent
assistance. Our primary design goal for this architecture was to enable
constructing a tool using current knowledge-base, mature KBSA, and CASE
technology that would provide dramatic improvements over existing CASE tools
while at the same time providing a foundation to integrate future mature results
from the KBSA program. Such a tool would gradually evolve into a product-level
Knowledge-Based Software Assistant equivalent to the description in the original
KBSA vision [Green 83]. We attempted to build the Concept Demo as a prototype
of such a tool. We see the Concept Demo architecture for intelligent assistance as
a specification for the architecture of such a tool.

We first describe (section 3.2) the structure of the Concept Demo knowledge-base
relevant to intelligent assistance then (section 3.3) we describe the flow of objects
and messages that occurs in the execution of a task in the Concept Demo. The
discussions in sections 3.2 and 3.3 are at a conceptual and somewhat idealized
level. In sections 3.4 and 3.5 we discuss the current implementation of this
architecture. First (section 3.4) we relate what users see during the execution of
example tasks from scenarios in the Concept Demo User's Manual to the task
execution described in section 3.3. We then (section 3.5) describe how each task
execution step is currently implemented. This discussion in section 3.5 is at a
level of detail appropriate for developers who wish to understand and extend the
Concept Demo system. Other readers are urged to skim or skip this section.
Finally, in section 3.6, we describe how the Concept Demo architecture could be
used to build a knowledge-based CASE tool that could evolve into an advanced
KBSA.

3.2 The Concept Demo Knowledge-Base

Figure 3-1 shows the structure of the Concept Demo knowledge-base. Each box
in Figure 3-1 is a kb-module - a collection of related classes, methods, rules, etc.
For each kb-module, we show a representative example of a component from the
Concept Demo that is included in that module. The arrows in Figure 3-1 show
the general flow of objects and messages between modules. For example, process
model objects are sent to the presentation-based interface in order to be viewed
and accessed by the user, but process model objects never directly use or modify
interface objects.
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Process model objects

formalize-atc-requirements: task instance-of
formalize-requirements-task subtasks:

Presentation-based Interface [formalize-control-requirement, ...]

Task Hierarchy I
Context Presentation Process automation & reasoning
driven
menus forall(kbm: kb-modulex: object) x in

owned-objects(kbm) & informal-object(x) &
formalized?(x) => formalized?(kbm) = true

Class Hierarchy

Context Presentation I
driven Product transformations
menus C, rule splice-class (existing-class: class,

0 new-parent: class)
current-parent = superclass(existing-class) ->

superc!ass(new-parent) = current-parent &

Context E/R Presentation superclass(existing-class) = new-parent

driven 0-9
menusIIZIZI

Product Meta-model objects

movable-object: class subtype-of object
aircraft: class subtype-of movable-object
controlled-by: map(aircraft, controller)
in-flight?: map(aircraft, boolean)

Figure 3-1: KB-Modules in the KBSA Concept Demo

The following describes these Concept Demo kb-modules.

The Presentation-based interface extends concepts first used in the KBRA
[Harris 88] to provide various views of the knowledge-base that are maintained
independently of the functions that modify the knowledge-base. The Concept
Demo incorporates the CLF [ISI 86] technique of context driven menus into the
presentation-based interface. Each menu item includes a state description that
can be used to describe when it is appropriate to display the item. This allows
menus to be associated with object classes in a way that is independent of
interface presentations - the presentation that an object is bei~ig viewed in is
simply one more part of the state description passed to the menu creation
method.

The Concept Demo also uses the presentation-based interface to view the
complete KB - both process and product objects. This is an extension over
previous KBSA systems which used the presentation-based interface to view
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only product objects. It is possible to invoke tasks both from product and process
representations. This is indicated by the fact that input arrows come into the
process automation box from both types of prese' .tations.

Process model objects are classes and instances sich as tasks, states, problem
descriptions, etc.

Process automation & reasoning is executed by rules, methods, and functions.
Examples of the reasoning executed by this kb-module includes determining the
status of tasks and products, posting descriptions of problems, suggesting
resolutions to problems, prioritizing outstanding tasks, and recording a
development history.

All actions performed by the user are invoked through the process automation &
reasoning module. Transformations are never directly invoked. Instead, they are
executed as a result of invoking tasks. This provides context and rationale for the
recorded use of transformations.

Product transformations evolve the software products (requirements,
specifications, code, ...) being developed. In this case we use "transformation" in
a much broader sense than is often used in KBSA literature. In the Concept
Demo, transformations can be invocations of tools such as editors or (the more
standard definition) forward chaining transformation rules specifically designed
to modify software products.

Product Meta-model objects are instances of classes in meta-models that
describe the requirements, specification, and programming languages used to
develop products. A meta-model is a group of classes that describe the constructs
in a language. It is a "meta" model because the language itself is used to model a
domain or problem. The meta-model is an extension of the CLOS concept of a
meta-class - a class that classes themselves are instances of. In KBSA
environments all language constructs (e.g., invariants, demons, functions,
classes) are instances of a corresponding class in the meta-model. KBSA
technology such as the DialectTM component in Software RefineryTM or POPART
[Johnson 88b] facilitate the use of a meta-model by generating parsers that create
instances of object classes as a by-product of parsing.

3.3 Task Execution in the Concept Demo

In this section we will describe the execution of tasks in the Concept Demo.
Before describing task execution in detail, it is necessary to describe the Task
class and terminology associated with it.

3.3.1 Description of the Task Class
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Preconditions are logical predicates that describe the state that must hold in
order to execute a task. Postconditions describe the state that will hold after a
task has successfully completed.

Supertask slots point from a task to its parents in the subtask hierarchy. Subtask
slots point to its children in the hierarchy. Tasks can be decomposed from very
high-level tasks that are worked on by several developers such as "Build System"
to intermediate subtasks such as "Formalize Requirements" that are important
steps in the process model but are small enough that they can be worked on by a
single developer to subtasks such as "Formalize Control Requirement" that are
instances of individual transformations and are executed in order to reach the
goals of higher level supertasks.

Atomic tasks are leaf nodes in the subtask hierarchy - i.e., tasks that have no
subtasks.

Transformation rules vs. Tool invocations. Atomic tasks are divided into two
basic categories: tool invocation tasks and transformation rule tasks. Tool
invocation tasks are executed by calling tools such as editors and compilers.
Transformation rule tasks are executed by invoking meaning preserving or
evolution transformations.

The Task body is a function used to execute a task. All atomic tasks must have a
task body. The task body can be a call to a transformation rule or an invocation of
an external tool such as an editor.

Task parameters define the inputs to a task. In order for a task to be executed its
parameters must be fully instantiated. The task is then recorded in a
development history and the parameters can be used to replay the task at a later
date. It is also possible to store tasks that have not yet been executed (e.g.,
pending tasks on the agenda) with parameter lists partially instantiated. This
provides intelligent assistance by automatically supplying arguments that
otherwise would need to be input by the user.

3.3.2 Detailed Description of Task Execution

We now describe the steps involved in executing a task in the Concept Demo.
These steps are illustrated in Figure 3-2. The processes Invoke task and Update
presentations are drawn in bold because they are the start and end steps.
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Figure 3-2: Data-flow Diagram for Execution of a Concept Demo Task

Invoke task. In this step the user invokes a task from a context driven menu. The
task can be invoked by clicking on it directly via a process representation (e.g., a
subtask hierarchy graph or an agenda display) or implicitly by selecting an
action on a product (e.g., selecting an informal requirement and choosing the
action "formalize requirement"). The user supplies any needed parameters to the
task via a general "Accept Values" mechanism similar to that used in the
Symbolics GeneraTM environment. This guarantees that only legal objects will be
passed to the task as arguments and also helps make the declaration of tasks
independent of the user interface.

Execute task. Various types of reasoning may be required in order to execute a
task. For example, if the preconditions of a task are not satisfied, backward
chaining could be used to reason backward to tasks whose postconditions will
satisfy the preconditions of the goal task. There is a two way arrow between
execute task and invoke task since the execution of a task may result in the
invocation of lower level subtasks which will then require parameters to be
instantiated via the user interface. Execution for atomic tasks consists of simply
invoking the task's body function with the task arguments.
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The current implementation of the Concept Demo performs relatively shallow
reasoning during task execution (this is described in detail in section 5.2). The
architecture of the Concept Demo is structured so that more sophisticated
reasoning such as that performed in the Marvel system [Kaiser 88] can be
incorporated in the future.

Execute transformations. The result of executing the task will be an ordered
sequence of one or more transformations to execute. These could be specification
evolution transformations, meaning preserving transformations, or invocations
of tools such as text editors.

Analyze products. After the tasks have been executed, the products which were
changed by them are analyzed. This analysis is based on the process model and
may include more global analysis - for example, to determine the state of the
developer's workspace.

Analyze process. Product analysis will create problem descriptions called issues.
Process analysis will then analyze these issues and generate possible resolution
tasks. In addition, the general state of the developer's workspace with respect to
the process model will be re-evaluated. This will include removing issues that
have been resolved as a result of the task execution, removal of tasks that were
created to resolve issues that have been removed, and propagating the effects of
the completion of low-level tasks back up to the appropriate supertasks.

Update presentations. The final step in the execution of a task is to update the
presentation-based interface for all modified process and product objects.

3.3.3 Saving of State and Task Information

All of the changes introduced to the knowledge-base as a result of the execution
of a task are saved in a KB state. This allows the developer to easily undo or redo
the effects of a task. This is represents an enhancement to the history capability in
CLF, since CLF will only undo/redo changes made by a development step to
AP5 relations. There are often significant changes made by a development step in
the CLF environment (for example, to the user interface) that are not captured in
AP5. Since all significant changes in the Concept Demo are captured in the Refine
KB, the developer's workspace moves to exactly the same state when a
development step is undone or redone as originally resulted from the execution
of the development task.

In addition to saving the state that results from execution of a task, the task itself
is stored along with the parameters that it was invoked with and other relevant
information (such as who executed the task, when it completed, which objects it
modified, which issues it resolved, etc).
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Saving the task parameters allows the task to be replayed in a different context if
needed. For example, to undo a task T1, execute a new task T2, and then redo T1;
it is necessary to replay T1 as opposed to simply moving to the state that resulted
from T1 since moving to the state would negate the effect of T2. This replay
mechanism is similar to replay in the Specification Assistant [Johnson 88a].

3.4 Examples from the Concept Demo

In this section we describe the execution of three example tasks in the Concept
Demo. This section is meant to be used in conjunction with the scenario: "3.4.3
Process Guidance in the Acquisition of Informal Requirements" in the Concept
Demo User's Manual. We encourage readers not familiar with this scenario to go
through it ("hands on" if possible). Alternatively, they may wish to skim or skip
this section.

3.4.1 Create a New Informal Requirement

This task corresponds to scenario element "3.4.3.2 Creating an Informal
Requirement in Hypertext."

3.4.1.1 Invoke task. To begin, the developer selects the task of adding a new
informal object from a product representation - a Semantic Net graph that
currently shows requirements traceability links. There are two arguments
required for the task of adding a new informal object. The first is the class that
the informal object will be an instance of and the second is the kb-module that
the informal object will be a component of. The first argument is input by the
user from a menu of possible subclasses of informal object and the second is
provided implicitly from the kb-module that the semantic net presentation is
viewing.

3.4.1.2 Execute task. This is a simple task, requiring no decomposition. Its
execution merely calls the function in the task body.

3.4.1.3 Execute transformations. This is a tool invocation task. The execution of
the function in the body of the task invokes Emacs and allows the developer to
create a textual description for the informal requirement, in this simple example
the string: "All aircraft that are in-flight must be controlled."

3.4.1.4 Analyze products. Product analysis initiated after completion of the task
reveals that there is a new informal requirement without a corresponding formal
definition. This generates an issue requiring the creation of a formal definition for
the requirement.

3.4.1.5 Analyze process. Process analysis detects the formalization issue and
generates a task for creation of a formal definition for the requirement. This task
is then placed on the developer's agenda. Note the message: "Adding
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FORMALIZE CONTROL REQUIREMENT to agenda" in the Output Window.
The agenda is prioritized and this new task is determined to be the most
important task to accomplish.

3.4.1.6 Update presentations. For this task, updating of the presentation-based
interface adds the informal requirement to the Semantic Net graph. At the end of
presentation update, all presentations for objects that have been changed or
added as a result of the task are highlighted in reverse-video. Thus, for this task
the icon for the new control requirement hypertext node is highlighted.

At the end of the task (as for every task) the changes to the knowledge-base are
savea in a state that can be moved to or from. In addition, the task is placed in an
appropriate position in the subtask hierarchy, and relevant information about it
(such as what objects it modified) is saved. The message "Knowledge-base is
now in state resulting from ADDED REQUIREMENT CONTROL
REQUIREMENT" is displayed in the Output Window. In this case "ADDED
REQUIREMENT CONTROL REQUIREMENT" is the name of the task that was
just completed. Note that the display for this task in the Output Window is in
bold which means it is mouse sensitive and could be displayed, browsed, etc.

3.4.2 Formalize the Requirement

This task corresponds to scenario element "3.4.3.3 Accessing KBSA's Process
Guidance Capability."

3.4.2.1 Invoke task. While the previous task was invoked from a product
presentation, this task is invoked from a process presentation. The developer
inquires 'What should I do next?" from the "Feedback and Guidance" icon in the
control panel in the upper left corner of the interface. In step 3.4.1.6 the
formalization task was created and placed at the top of the agenda. This task is
now displayed in a mouse sensitive format. This enables the developer to mouse
directly on the task and invoke it.

3.4.2.2 Execute task. In executing this task, the Concept Demo finds two atomic
tasks that could satisfy the goal of formalizing the requirement: (1) creation of a
new formal definition for the requirement and (2) linkage of the requirement to
an existing formal definition. The system prompts the user to select which of
these two alternative tasks to use. In this scenario there is no existing formal
definition that can be used, so the user selects the task to create a new formal
definition. This causes the system to invoke the parameters for the "Add formal
definition" task. The first parameter is the class of the new formal object to add
(see the discussion of the product meta-model in section 3.2). Once the class of
the formal object has been chosen (in this case, an invariant) a form is presented
to fill in the name, parameters, and body of the invariant.
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3.4.2.3 Execute transformations. This is a KB manipulation transformation that
adds the new definition for the invariant to the knowledge-base. It also adds a
"formalized-by" link from the informal requirement to the invariant and a
"formalizes" link from the invariant to the informal requirement.

3.4.2.4 Analyze products. The issue describing the problem of an unformalized
requirement is marked as resolved. In creating the invariant the body of the
invariant was defined to be: "in-flight(ac) => controlled(ac)" - the invariant
parameter list: "ac: aircraft" binds ac to stand for all instances of the aircraft
class. This is the ERSLa way of expressing "If an aircraft is in-flight then it must
be controlled." However, while there is a formal definition for "in-flight" in the
knowledge-base, there is currently no definition for "controlled". The syntactic
analysis for specification completeness detects this problem and creates a new
issue describing the need to create a "map" named controlled. Because of the
context in which controlled was used, the system is able to determine that
controlled must be a map (a mapping from the domain of aircraft to a Boolean of
true or false) - which means it must be an instance of the meta-model class for a
function, method, or slot. The other formal objects do not have parameters or do
not return a value - such as invariants, classes, and demons - are ruled out.

An issue is also created noting the need to "maintain" the new invariant.
Invariants are a formal description of what the system must do, but they provide
no description of how the system should do it. In the process model used in this
version of the Concept Demo, invariants may be maintained before the complete
set of requirements have been described. This is an iterative spiral approach to
development. Another (waterfall like) approach would be to require all
invariants to be created before any maintenance actions are defined.

3.4.2.5 Analyze process. The task to formalize the control requirement is marked
as completed. New tasks are created to resolve the issue dealing with the
undefined map named "controlled" and to maintain the invariant. Note the
messages in the Output Window: "Adding RESOLVE REFERENCE TO
UNDEFINED MAP NAMED CONTROLLED to agenda" and "Adding
MAINTAIN CONTROL INVARIANT to the agenda." The agenda is prioritized
and the undefined map task is determined to be the most important task to
accomplish.

3.4.2.6 Update presentations. The invariant is added to the Semantic Net
presentation and the "formalizes" link from the invariant to the informal
hypertext version of the control requirement is drawn.

3.4.3 Resolve a Problem with the Completeness of the Specification This task
corresponds to scenario element "3.4.3.4 Intelligent Assistance in the
Requirements Acquisition Process."
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3.4.3.1 Invoke task. This task is invoked similarly to the previous one - via a
process-based presentation accessed from the control panel. Note that the
invocation of the task is greatly simplified by the fact that most of the parameters
(e.g., the name and domain type for the map) have already been stored on the
task as part of the intelligent assistance provided by the tool. All these
parameters can be determined by the context of the reference to "controlled" in
the invariant, the user need only tell the system the type of map (a function,
method, or slot) and the range type. The range type can also be inferred, but this
capability hasn't been implemented.

3.4.3.2 Execute task. The execution of this task is simple, since there is only one
atomic task capable of resolving the issue.

3.4.3.3 Execute transformations. The transformation executed for the task is a KB
manipulation transformation adding the new slot to the knowledge-base.

3.4.3.4 Analyze products. The incompleteness issue regarding the control
invariant is marked as resolved. In addition, there was another issue regarding a
function that referenced controlled. This issue is also marked as resolved. Note
the Output Window messages: "Resolving issue UNKNOWN-NAME-ISSUE-I"
and "Resolving issue UNKNOWN-SLOT-OR-FUNCTION-ISSUE-I." The issues
are marked as being resolved by the currently executing task.

3.4.3.5 Analyze process. The task for creating the formal definition for
controlled is removed from the agenda. Note the Output Window message:
"Removing task RESOLVE UNDEFINED REFERENCE TO CONTROLLED from
the agenda." The agenda is prioritized bringing the task to maintain the invariant
to the top.

3.4.3.6 Update presentations. There are no presentations visible in the scenario
that are appropriate for viewing the new attribute so the only interface update is
the description of the new attribute in the Output Window.

3.4.4 Task Recording

It is possible to step back and see how the tasks that we have executed have been
recorded in the Concept Demo. If we select "Graph History" from the "History"
icon in the Control Panel, we will see a (single-branch) tree graph of 10 nodes.
Each node represents an atomic task that was executed in the current workspace.
The last three nodes in the tree: "Added Requirement Control Requirement",
"Added Formal Definition for Control Requirement", and "Defined Map Named
Controlled" are the three tasks that we just executed. The other nodes are tasks
that were executed before the demo image was saved to set up the workspace for
the demo. We could replay any task or undo the effects of the tasks that came
after a task by moving to the state that resulted from the task. If we were to move
to a state that resulted from a previous task, the knowledge-base and the
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presentation-based interface would be updated. If we were to proceed from that
state, the development history graph would acquire another branch.

Build Air Traffic
Management

Elicit Air Traffic Develop Air Traffic
Management Management

Requirements

I I I I I
Gather Air Organize Air Validate Air Formalize Air Resolve Issues Elaborate Air

Traffic Traffic Traffic Traffic for Air Traffic Traffic
Management Management Management Management Manfagement Management

Requirements Requirements Requirements

Resolve Syntactic Analysis
Formalize Control Issues for Air Traffic Maintain

Add Requirement Requirement Management Control

Control Resolve Reference to Undefined Invariant

RequirementI Map Named Controlled

Add Formal Definition for I
Control Requirement Define Map

Named Controlled
Figure 3-3: Subtask Hierarchy for Example Tasks

In addition to viewing the atomic tasks, we can see the context for these tasks in
relation to higher level supertasks. This can be accomplished by clicking left on
the kb-module that the objects we have been working on are a part of ("Air
Traffic Management" ) in the "KB Modules: Used by Relations" window and
selecting "Graph Task Hierarchy".

Selected portions of the task hierarchy, relevant to the three example tasks
discussed above, are shown in Figure 3-3. The tasks discussed above are
highlighted in bold. Figure 3-3 illustrates how the tasks we have been executing
are automatically incorporated as part of higher level supertasks. This provides
context for understanding the rationale behind the tasks. It also provides
opportunities for propagating the effects of individual tasks back up to group
level tasks for project management and activity coordination. The high-level
tasks in figure 3-3 (e.g., Build Air Traffic Management, Elicit Air Traffic
Management Requirements) are instances of the Project Management Assistant
task class. All legal project management operations (assign a budget, mark a
milestone as completed, etc.) can be performed on these high-level tasks.

3.5 Implementation of the Concept Demo Architecture
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This section describes the implementation of the architecture presented above. It
will be of interest only to readers who want to maintain or extend the Concept
Demo. Other readers are urged to skim or skip this section.

Certain parts of the architecture are described in detail in section "5.4
Implementation Details" in the Concept Demo User's Manual. In these cases only
references to the appropriate sections in the manual are given here. Section 5 of
the User's Manual also contains additional information that is relevant to the
following material such as a detailed description "N the Extended Refine
Specification Language (ERSLa).

3.5.1 Invoke task

Invoking tasks in the Concept Demo is done through the context-driven menu
system. This system is explained in detail in sections 5.4.2.1 and 5.4.2.2 in the
Concept Demo User's Manual.

3.5.2 Execute task

Execution of a task is accomplished by sending the task instance an "execute-
task" message defined using the ERSLa method construct. This does not utilize
any inferencing. Instead it relies on declarative knowledge about the kinds of
tasks that can solve particular problems. This information is stored in the
"possible-super-task-classes" slot for each task class.

The protocol for executing a task is to first determine if the task is atomic or not.
If the task is atomic and all its parameters are instantiated, it is sent an "apply-
task" message. If it is an atomic task and it requires parameters from the user,
then it is sent an "interactive-execute-task" message. Interactive-execute-task will
utilize task parameters that have been provided as a result of intelligent
assistance and will prompt the user for any remaining ones.

If a task is not atomic, it is decomposed according to the value of its "'Task-
Decomposition-Method" slot (this is an example where multiple inheritance
would have been useful). If the value is "exclusive-or-decomposition" then the
task has two or more subtasks, either of which could satisfy its goal. The system
will put up a menu with the possible subtasks and prompt the user to select one.
The selected subtask will be sent an execute-task message. If the task-
decomposition-method is "sequential-decomposition", then the task has a
sequence of subtasks which must be executed in order and each task in the
sequence is sent an execute-task message. There are other defined types of
decomposition such as "parallel" that have not been completely implemented.

The files for tasks and task execution in the Concept Demo are all under the
../concept-demo/main directory. The relevant files are cd-tasks, cd-tasks-hlec,
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cd-tasks-lisp, cd-task-classes, basic-cd-task-methods, cd-task-methods, issue-

resolution-tasks, and set-subtask-classes.

3.5.3 Execute transformations.

All transformation' functions end in "-hlec" 2 . These functions are defined in
files under the../concept-demo/main directory that begin with "hlec-". The
transformation functions and the atomic tasks for those functions are generated
automatically. This is done using a simple grammar called the "hlec grammar."
In each file that contains transformation functions, there will be definitions at the
end of the file in the hlec grammar. The hlec grammar defines how to name
instances of the task (using its parameters), the name for the transformation
function, text patterns used to describe the task (also using its parameters), and
the superclass for the task class that will be created.

For example, the bundle transformation is defined in the file "hlec-bundle.re". At
the bottom of the file is the following definition:

!! in-grammar('hlec-grammar)

hlec bundle-template
context-name-pattern ["Transferred slots to", "1"]
context-description-pattern ["Bundled", "0", "creating new class",

"1", "and new relations", "2"]

This will create a template that will be used to create the task class and the
transformation function for the Bundle task. As one loads the Concept Demo, the
function "cd::generate-hlecs" is called. It will generate task classes and
transformation functions for all instances of the hlec class. Generate-hlecs can
also be called with a keyword argument during development to regenerate new
or changed transformation functions. For all instances created with the hlec
grammar, generate-hlecs will call the function generate-hlec to create the
appropriate function and class. Here is what generate-hlec would do for the
bundle template:

1) Create a class called bundle-task. Since there is no task superclass specified in
the hlec definition, the default superclass of evolution-transformation would be
used as the superclass for the bundle-task class.

1 Note that, in this context, transformation simply refers to the function in the body of an atomic
task and includes actions such as the invocation of an editor.
2 The Specification Assistant originally referred to evoluation transformations as "High-Level
Editing Commands" or HLEC. Our original implementation of the task function handled only
these evolution transformations (at the time called HLECs). The reference remains "under the
hood" of the Concept Demo to this day.
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2) Look for a function in the CD package called "bundle". If no such function is
found an error is signaled. If the function is found, a new function called bundle-
hlec is generated. This new function wraps code around the bundle function to
store the arguments of the executing task, save the state of the knowledge-base,
update presentations, etc.

To invoke an instance of the bundle-task from a product-based presentation,
there must be a context-driven menu option that calls the function bundle-hlec.
Calling this function will result in an instance of the bundle-task being created.
To invoke an instance of the bundle-task from a process presentation, the task
must be generated as a result of intelligent assistance with some or all of its
parameters already instantiated. It could then be accessed from a process
presentation and sent an execute-task message.

The relevant files for transformation functions are all under the
../concept-demo/main directory. They are all files beginning with the prefix
"hlec-" as well as hlec-lisp, create-hlec, create-hlec-lisp, hlec-grammar, hlec-
foundations, generate-hlecs-lisp, initialize-hlecs-lisp, and composite-hlecs.

3.5.4 Analyze products

The function update-agenda is called from within each generated hlec function.
This function first calls update-newly-resolved-issues which looks at all the
existing issues and tests if their conditions for resolution are now satisfied. It
sends a make-issue-resolved message to all issues that are now satisfied. Update-
agenda then calls analyze-current-state for the current kb-module. Analyze-
current-state calls syntactic analysis and resource analysis (these are very similar
to the static analysis and resource analysis routines in the Specification Assistant)
for that module. Syntactic analysis captures messages generated by the Refine
compiler (see sections 4.5.6 and 4.5.7 in the Refine User's Guide) and turns them
into appropriate instances of subclasses of the issue class. Resource analysis
compares information from re::flow-datum attributes to the legal access
specifications (used-by, exports, etc.) on ERSLa KB modules and generates issues
for objects that violate the KB module access specifications.

The relevant files for product analysis are all under the
../concept-demo/main directory. They are:
static-analysis, resource-analysis, method-op-resource-analysis, kb-states, and
create-resource-analysis-issues.

3.5.5 Analyze process

After updating existing issues and creating new issues, update-agenda calls
create-tasks-for-module which looks at all new issues and attempts to create
possible resolution tasks.
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The relevant files for process analysis are all under the ../concept-demo/main
directory. They are basic-cd-task-methods, cd-task-methods, issue-resolution-
tasks, and agenda.

3.5.6 Update presentations

The Concept Demo presentation-based interface is discussed in detail in section
5.4.2 of the User's Manual.

3.6. Evolutionary Development of a Product-Level KBSA

As discussed in the introduction to this section, the main design goal for the
Concept Demo was to develop an architecture for a product-level tool that could
provide dramatic improvements over existing CASE tools using current
knowledge-base and CASE technology, while also supporting evolution into a
full-fledged KBSA. In this section, we discuss how the Concept Demo
architecture meets this goal. We will refer to the product-level tool that could be
built using existing knowledge-base and CASE technology as a "Knowledge-
Based CASE Tool" or KB-CASE. We will refer to the tool that the knowledge-
based CASE tool would eventually evolve into using the traditional term
"Knowledge-Based Software Assistant" or KBSA.

3.6.1 A Knowledge-Based CASE Tool

The Concept Demo illustrates that it is possible to build a tool today that would
look to users like a traditional CASE tool, while providing many of the benefits of
formal specification languages and process-based environments. The
"transformations" used by such an environment could consist primarily of tool
invocations and low-level specification evolution transformations that replicate
changes made using existing tools on representations such as E/R and data flow
diagrams. The code generation for such a tool would depend on the non-
functional requirements for the system being developed. For single user systems
running on powerful machines such as workstations or advanced PCs, code
generation could simply consist of compiling the executable specification
language. For systems that required standard types of architectures (such as
multi-user, client-server applications) meaning-preserving transformations can
be developed with those specific architectures as targets. For example, high-level
specifications could be annotated to indicate client-processes and server-
processes and code could then be generated based on those annotations. Finally,
for systems with very hard non-functional requirements (such as custom
designed, highly distributed systems) code generation could include both
meaning-preserving transformations and hand coding. Even where hand-coding
was required, KB-CASE's front-end and general process support would make the
KB-CASE tool a dramatic improvement over existing CASE technology.
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A KB-CASE tool would provide the following advantages over current CASE
tools.

Conceptual integration of graphic representations. In traditional CASE tools,
there are no formal semantics for the various representations used, or there is
only one primary representation which may have a formal basis (e.g., state
charts) but can only describe certain aspects of the system (such as control flow)
and makes specification of other aspects (such as constraints on static data) very
difficult. In a KB-CASE tool, the graphic interfaces would be a front end to the
specification language. The specification language would provide a consistent
semantics for each representation and for understanding how one representation
relates to another.

Analysis and prototyping. The formal semantics of the underlying specification
language would facilitate writing analysis routines, because that specification
language would be independent of the graphic interfaces. The executability of
the specification language would provide prototyping capabilities early in the
life-cycle.

Process traceability, guidance, and feedback. The KB-CASE tool would be able
to use the Concept Demo architecture to provide sophisticated process support
such as keeping track of the rationale for design steps, describing problems,
suggesting solutions, tracking development steps against a process model,
automating collection of project management data, and automating routine
project-management tasks.

3.6.2 Evolution to a KBSA

There are two types of issues that must be addressed to transfer new technology
such as KBSA: social issues and technical issues. The architecture of the Concept
Demo addresses both types of issues for the evolution from a KB-CASE tool to a
KBSA.

3.6.2.1 Social Issues: Acceptance of New Techniques and Styles of Work

If we currently possessed a product-level KBSA that could demonstrate an order
of magnitude improvement in productivity for users trained in formal
specification and other KBSA techniques, the transfer of such a KBSA into every
day use in the DoD and U.S. industry would still be a difficult task. KBSA
requires the use of many new techniques. Some of these techniques - such as
iterative development and object-oriented design and programming - are
already gaining wide acceptance. However, other techniques - such as formal
specification languages and process-based environments - are not currently
accepted by most developers. In our experience presenting KBSA concepts to
developers, we have encountered skepticism about the value of formal
spocification languages, vis-a-vis the cost of learning to use them. Similarly,

3-16



several experiments with process-based environments show that people often
view such environments as intrusive and have very negative reactions to them.

The Concept Demo architecture facilitates the acceptance of formal specification
languages and process-based environments by providing many of their
advantages, while preserving familiar representations and work styles. This will
allow developers to adopt the new KBSA techniques gradually. Understanding
will come with use. Ambitious developers will be curious about the underlying
KB repository representation and will naturally begin to investigate and use the
formal specification language in addition to the familiar graphic representations.
Similarly, the benefits of a process-based environment could initially be provided
through interfaces that were primarily product-oriented - as are almost all
current commercial CASE tools. As developers began to understand and accept
the idea of process recording, feedback, and guidance they would gradually
adopt process-based representations.

3.6.2.2 Technical Issues

Our experience with KBSA techniques leads us to conclude that while formal
languages and transformations can cover many of the types of development
activities needed to develop actual systems, there are still gaps in the coverage
provided by this approach. We believe that it is not currently possible to field a
product that would be completely based on transformations and formal
languages and capable of building most types of systems. Thus, a central
technical issue to solve in regard to transferring KBSA technology is to develop
an architecture that can smoothly integrate conventional and KBSA development
representations and techniques. This integration should be done in a modular
fashion, so that individual tools that use conventional representations and
techniques can incrementally be replaced by KBSA tools in a way that minimizes
the effect on the rest of the environment.

As discussed above, the Concept Demo architecture achieves this integration of
traditional tools with KBSA tools in one consistent process-based environment.
The task structure in the Concept Demo can be used to invoke, record, and
suggest the use of manual and transformation-based tools or a combination of
the two.

The modular nature of the architecture facilitates incremental replacement of
conventional tools by KBSA tools. By separating out interface, analysis,
product/process representation, and transformation into distinct knowledge-
base modules, it is possible to add or replace components in any of these areas
with little or no impact on the rest of the environment. Some of the specific ways
that the Concept Demo architecture provides this modularity are:

* The presentation-based interface separates the display and update of
the knowledge-base from the transformations. Thus, transformations Lan
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be written and added with virtually no concern for user-interface
updating. Similarly, new presentations can be added without altering the
transformations.

e The general "Accept Values" and context-driven menus functionality
further modularizes the interface by separating out the invocation of
tasks from specific presentations. This makes it possible to specify how
and when to invoke tasks independently from specific presentations. It
also makes it possible to add menus for the invocation of new tasks
without modifying the code for existing presentations.

* The separation of the analysis of products and the analysis of process
makes it possible to add new analysis routines that can be used by
developers, even when the process guidance functionality does not yet
exist to generate tasks based on the analysis. This is currently done in the
Concept Demo, which utilizes all of the error and warning messages
generated by the Refine compiler to generate issues that can be very
useful for developers, even though the process analysis functionality is
only capable of generating suggested resolution tasks for a few of the
most common types of issues.
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4 The Formal Validation Extension to the KBSA Concept Demo
Project

The goals of the formal validation extension to the KBSA Concept Demo project were to study
the techniques used in the KBSA paradigm to improve the software development process, iden-
tify development phases where formal validation is necessary, and then explore formal validation
techniques that can be applied to those phases. The KBSA Concept Demo is well-suited to the
application of formal techniques. Its use of a formal specification language encourages the use
of formal techniques for specification validation and verification, and transformation of specifica-
tions into efficient code using formal meaning-preserving transformations. The Software Refinery
environment that the Concept Demo is built on also allows developers to treat programs as data
and to manipulate them formally.

In the KBSA paradigm, the requirements of a software system are acquired, analyzed, and
formalized to obtain a formal software specification. The formalization process is an evolutionary
one that starts with a high-level preliminary specification and ends with a detailed, formal spec-
ification. The formal specification is transformed into an efficient implementation using a trans-
formational program derivation system such as the Development Assistant. Meaning-preserving
transformations (MPTs) are used in this process. Once the transformations used are proven to
be meaning-preserving, formal validation is not necessary.

Evolution transformations (ETs) are used to formalize informal requirements to produce a for-
mal specification. ETs are meaning-changing transformations that introduce systematic changes
into the specification at a syntactic level. However, the ET approach leaves the task of validating
the constructed specification to the user. A formal validation component can provide valuable
assistance to the user in this task.

After further investigation, we determined that the task of validating large, formal speci-
fications is as difficult as validating programs. However, the use of ETs in the specification
development process allows us to incrementally validate the specification as it is being developed.
For incremental validation, ETs must produce small, well-defined changes to the meanings of
specifications. We therefore analyzed the ETs in the Concept Demo and the Knowledge-Based
Specification Assistant to determine if they produced small, meaningful changes. Section 4.1
presents our analysis of some of these evolution transformations. Unfortunately, we found that
these ETs work at a syntactic level; they only ensure that the resulting specification is syntacti-
cally correct but it might not be semantically meaningful. New ETs were needed to assist in the
incremental validation process.

To find such ETs, we conducted a case study in formal specification development. We de-
veloped a formal specification of the Aesthetic Graph Layout (AGL) problem (used as part of
the Concept Demonstration system and described in an earlier report) paying special attention
to the process of formalization. This study is described in Section 4.2. As a result of this study,
we realized that the process of formalization can be best supr irted by reuse: the existence of a
repository of validated, reusable components that can be retrieved, adapted, and composed can
significantly simplify the process of specification construction and validation. The operations for
retrieval. adaptation, and composition are the new ETs in the specification development process.
We found that ordinary adaptation and composition operators resulted in specifications whose
properties could not be easily determined by their components. The adaptation and composition
operations in a reuse environment should precisely identify parts that change as a result of their
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application; these operations should be based on a theory of reuse.
We have since started work on the development of a theory of reuse. The theory of reuse

will have operations for retrieval, adaptation, and composition of reusable components. Some
composition operations resulting from our efforts in this direction are presented in Section 4.3.
An executable implementation of these operations is described in Section 4.4. In future, we will
continue our work in this direction to explore the operations in the theory of reuse in greater
detail and consider the possibility of implementing algorithms for some such operations.

4.1 Analyzing Evolution Transformations

Here we present an analysis of a representative sample of evolution transformations in the Knowledge-
Based Specification Assistant and the KBSA Concept Demo to evaluate their suitability for in-
cremental validation. We present the following ETs: absorb class, create attribute inverse, delete
KB object, redefine class, and splice communicator.

We assume an algebraic semantics for the specification language [Wirsing90]. We analyze
each ET by the way it changes the class of algebraic models of the specification. We describe this
change using specification constructor operators discussed by Wirsing [Wirsing90].

4.1.1 Absorb class

It takes an absorbee class and an absorber class and the absorber absorbs the absorbee.
Let A be the absorber and B be the absorbee. Let D, ... Dm be the descendents of B. The

following actions need to be performed to get a meaningful specification as a result of applying
this ET:

"* Redefine all the attributes and methods of B for A. This includes all the methods and
attributes inherited by B from its ancestors and which are exported by B or any of its
descendents.

"* Change the subsort relationship of the children of B to make them children of A.

"* Delete B from the specification.

Let SP be the complete specification before the ET is applied. The models of the new
specification obtained as a result of applying this ET to SP can be related to the models of SP
as follows:

1. Extend the models of SP by adding sorts D°... D as subsorts of A (where each D9 is a
copy of the corresponding Di), adding operations to A corresponding to each attribute and
method of B, and adding axioms to A corresponding to the axioms of B. If some class E
has a method f that has B or some Di in its rank, then define a new method f 0 that has A
or the corresponding D9 in its rank.

2. Derive the result of step I using a specification morphism that forgets B, its descendents,
and the old methods in other classes that have been redefined.

3. Restrict the result of step 2 for all sorts except B, Dl ... D, to get rid of the junk elements
that might be present in the ancestors of B.

4. Rename all D's to Di and fs to f.
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4.1.2 Create attribute inverse

Here we assume that f is a total function.
This ET takes a function f and creates fl

Case f
1. injective, surjective

2. injective, not surjective
3. not injective, surjective
4. not injective, not surjective

1. mod(create-attribute-inverse(f,f 1 , SP)) = mod(SP) when f is bijective.

When f is bijective the axiom added by create-attribute-inverse is Vxf 1 (f(x)) = x

I.e., it does not create any new junk or confusion.

2. mod(restrict(derive(create-attribute-inverse(f,f' , SP)))) = mod(SP)

The axiom being added is: f1 (x) = yiff(y) = x

Here restrict is w.r.t all sorts of SP, and derive forgets fl , i.e., derive is w.r.t. in.

I.e., it may create new junk because fl is a partial function.

3. mod(derive(create-attribute-inverse(f,f 1 , SP))) = mod(SP)

Vx, yx E fl (y)ifff(X) = y
fI returns a set of the domain type of f. Here there are 2 possibilities. The set of domain

type of f may already exist, in which case this ET does not create any new junk; it simply
identifies all new terms with some sets of the domain type. For this case, derive simply
forgets fl

The second case occurs when set of domain type of f does not exist in the original specifi-
cation. In this case, a new carrier set for this set of domain type of f is created. Here derive

simply forgets this new carrier set as well.

4. mod(restrict(derive(create-attr.oute-inverse(f,f 1 , SP)))) = mod(SP)

Because fl is partial, it can generate junk in the set of domain type of f. If the set of
domain type of f already existed, restrict will get rid of this new junk. On the other hand,

if the set did not exist, derive forgets the whole sort and the junk wont matter anyway.

The axiom added is Vx, yx E f1 (y)iff(x) = y f(x) = y A f(z) # y := z /E)f 1 (y)

4.1.3 Delete KB object

Deleting an axiom:
Mod(delete([E, E], e)) = C where e is an axiom being deleted, C is a class of algebras, and

[E, E] is the specification on which delete acts. C + [E, e] = [E, E].

We are going to ignore this because the result of deleting sorts or operations symbols without
clean-up results in a non-specification. (A specification can only use symbols in the language

(signature)).
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4.1.4 Redefine class

This moves a class from one point in the hierarchy to another. This class, C, could inherit
properties from its old superclass, C,,,. Also, C could be used or imported by other classes. When
C is moved, all its children move with it. All the properties that it inherits from C,0 that are
needed for defining things in C or its children, are redefined.

The meaning changes as follows. First a C' is added at the new location, and wherever C was
being imported, C' is also imported. Whenever Lhere is an axiom of the form 0(f) where f is a
function symbol with C in its rank we add an axiom of the form, 0'(f'), which requires adding a
new operation symbol f' with C replaced by C'.

Then we delete C using the derive operation and use the restrict operation to get rid of all
references to C in all classes importing C originally. Then we rename C' to C, f' to f, and so on.

We repeat this process of replacing C by C' for all descendant classes of C.

4.1.5 Splice communicator

Class A has an attribute f of type F which it does not export. Class B has a function g which
needs the value of f(a). So a new attribute h of type C is added to class A. Class C has an
attribute k of type f. An axiom is added to class A equating the values of attributes f(a) and
attribute k(h(a)). A exports h and C exports k. Thus B can now access f(a) through k(h(a)).

4.1.6 Conclusion

The ETs in both KBSpecA and the Concept Demo were designed to introduce systematic changes
into specifications. They provided high-level editorial and book-keeping support to ensure that
the resulting specifications were syntactically correct, that is, the specifications could be parsed
correctly by a specification language parser. However, the ETs were not designed to produce
semantically meaningful specifications, that is, the resulting specifications could be inconsistent
or incomplete. In addition, the ETs were not intended to be used for incremental validation, and
hence were not designed to produce small, identifiable changes in the meaning of the specification.
Since a small syntactic change can change the meaning of a specification significantly, application
of ETs can produce large semantic changes in the meanings of specifications. Therefore there is
a need for designing new ETs that can produce such small, identifiable changes for assistance in
evolutionary development with incremental validation.

4.2 An Algebraic Specification of an Aesthetic Graph Layout Problem

The industrial approach to developing software is to go directly from informal requirements to
code. Code is then validated against requirements by proving that it meets the requirements.
But code contains optimizations that spread information and implement simple abstractions with
complex realizations [?]. These optimizations hinder understanding and analysis of code, mak-
ing validation extremely hard. Any errors that are detected during validation cause extensive
rework. Most seriously, the difficulty of the validation task significantly increases the likelihood
of overlooking errors in the code. These overlooked errors can potentially be hazardous in critical
app)lications.

Validation can be made easier by first developing a formal specification from the requirements
and then validating the specification against requirements [?, ?]. Validating specifications is easier
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than validating code because specifications contain no optimizations or implementation details,
making specifications easier to understand and analyze. As many studies have shown [?], the
amount of work required to correct software errors is a function of the phase in which the cor-
rections are made. Since specification construction occurs very early in the software development
process, the ainojint of work required to correct errors in the specification is relatively small. Also,
the likelihood of finding errors or inconsistencies is increased because understanding specifications
is easier than understanding code.

By introducing specification construction and validation into the software development pro-
cess, we can divide the process into two parts:

1. Construction of validated formal specifications from requirements.

2. Derivation of correct implementations from validated specifications.

We have used this process to construct a formal specification for an aesthetic graph layout
(AGL) problem and to derive an implementation from this formal specification. Here, we focus our
attention on the specification construction process. The implementation for graph layout derived
from the formal specification is described elsewhere [?]. An extended version of the specification
described here is being used to develop an industrial strength implementation of an aesthetic
graph layout system that will be part of a commercial product.

The rest of this paper is organized as follows. In Section 4.2.1, we describe the informal re-
quirements for the aesthetic graph layout problem. We describe the development of the formal
specification itself in Section 4.2.2. We emphasize the process of formalization as opposed to the
constructed formal specification. We want the specification to have the following properties: cor-
rectness, completeness, consistency, abstractness, readability, and executability. In Section 4.2.3,
we analyze the specification construction process for each property mentioned above and support
our arguments with examples from the case study. We describe the difficulties encountered dur-
ing the formalization process and conclude by suggesting technological advances that can help
alleviate such difficulties. Appendix ?? contains the complete text of our specification.

4.2.1 The Aesthetic Graph Layout Problem

Graphs are ubiquitous as a means of representing information and structure. Their usage has
increased dramatically with the advent of graphic tools. An extensive survey of graph layout
algorithms and tools can be found in [?].

Most approaches to graph layout use one of two modes: static or dynamic. In static graph
layout, a combinatorial description of the graph is used to produce a layout for the entire graph
in a single step. In dynamic graph layout, the graph is constructed incrementally; nodes and
edges are added one at a time, and the system redraws the graph after each step to satisfy the
aesthetic criteria. The dynamic mode of graph layout is clearly more appropriate for interactive
construction of graphs. However, with the dynamic graph layout approach, the topology of the
graph layout can change drastically even for minor changes in the graph. These drastic changes
in topology can make it very hard to follow the semantic evolution of the graph.

In this paper, we discuss a formal specification of a software system that supports an incre-
mental mode of graph layout. In incremental graph layout, nodes and edges are added to the
graphi one at a time. The topology of the existing graph layout is preserved in the new embedding,
except for the possible introduction of some new edge crossings. The incremental mode of graph
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layout overcomes the drawbacks of dynamic graph layout by never changing the graph drastically.
The system never repositions nodes; however, there may be edge crossings even for planar graphs.

In the software engineering domain, dataflow diagrams and entity-relationship diagrams are
two of the most widely used representation techniques. Traditionally, these diagrams have been
drawn using the orthogonal graphic standard [?]; every node is a rectangle and every edge is
comprised of horizontal and vertical segments.

In this paper, we specify a system for incremental graph layout using the orthogonal graphic
standard. We use the following primary aesthetic criteria:

"* minimize the number of crossings among edges,

"* minimize the number of bends in each edge, and

"• minimize the length of each edge.

In addition, a node cannot overlap another node, an edge cannot cross a node, and an edge cannot
overlap another edge.

4.2.2 Development of the Specification

We express our specfication in a formal language based on first order logic. Using this language,
we can describe each abstract data type as a separate module.

We use the following criteria to guide the development of the specification: correctness, com-
pleteness, consistency, abstractness, and readability. To build the AGL specification, we de-
fine a top-level abstract data type called AGL with operations such as add-node. add-edge,
delete-node, and delete-edge. These operations in turn require definition of data types for
node, edge, line segments, sequence of line segments, and point.

In this section, we first describe the specification language and then define each abstract data
type needed for the AGL specification.

4.2.2.1 Specification Language and its Semantics We are interested in describing the
objects in the AGL dolnain, and the operations that we can perform on the objects. Objects
can be represented as elements of sets and operations can be considered to be functions on these
elements. A collection of sets and functions together form an algebra. Hence a specification
language with algebraic semantics is most suitable for modeling the AGL problem.

A specification in our specification language is a collection of specification components. Each
specification component introduces one new sort and defines operations on this sort and the
properties of these operations. Each specification component SP consists of a new sort, a set of
sorts that are defined elsewhere, a set of operations on the sorts, and a set of axioms (expressed in
first-order logic) [?, ?]. The set of sorts and the set of operations are together called the signature
of the specification. Intuitively, each specification component corresponds to the definition of one
abstract data type.

Definition 1 Specification Component. A specification component SP consists of a pair <
E, E > where

E 2 =< S, B,F > is the signaturc of SP. S is the new sort, B is the set of sorts used by SP
that are defined in other specification components, and F is the set of operations;
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* E is the set of axioms of SP. U

For a simple example of a specification component, see the specification of POINT in Appendix ??.
The specification language has an algebraic semantics. An algebra is a collection of sets and

a collection of functions oil these sets. Aln algebraic model of a specification is defined as follows:

Definition 2 Algebraic AMIodel. Let SP be a specification consisting of set of specification com-
ponents SPi =< 'i, Ei >,i E I where Ei =< Si,Bi, Fi >. Let S = U({S/} U Bj) be the sorts of

iEI
SP, F = U Fi be the operations of SP, and E = U Ei be the axioms of SP. Then a model of

iE1 iEI
SP consists of an algebra A =< As, FA > where

* As = {A, I s E S} is a collection of sets called the carrier sets of the algebra;

* FA = {fA I f E F} is a collection of functions of the algebra, such that if the rank of f is
81, . -,sn ý-- s , then fA is a function from A,, x ... x A, to A,;

* A satisfies all the axioms in E. U

For a more detailed description of algebraic semantics, including the meaning of satisfiability of
axioms, see Wirsing's paper [?] or Srinivas's report [?].

Given a specification in this specification language there is a class of algebraic models for
the specification. If the sp)ecification satisfies certain conditions [?], there exists a distinguished
algebra (up to isoinorI)hism) in the class of algebraic models. This distinguished algebra, called
the initial algebra, has a unique homomorphism to each of the other algebraic models of the
specification. We adopted the initial algebra semantics for our specification language.

4.2.2.2 The AGL Specification Component We use an object-oriented approach to de-
velop the AGL specification. We use existing standard specification components for basic types
such as natural numbers, real numbers, integers, Booleans, sets, and sequences. We then create
a specification component to introduce a new sort called AGL. Conceptually, the sort AGL rep-
resents the displayed graph. We define the operations A GL-edges and A GL-nodes to characterize
the edges and the nodes of the AGL, respectively. Each node of an AGL is rectangular. Each edge
of an AGL is a sequence of horizontal and vertical connected line segments. We define operations
for adding and deleting edges and nodes to the AGL, and for creating a trivial AGL with no nodes
or edges. The AGL specification component has the following operations at this point:

AGL-create: - AGL
AGL-add-node: POINT x REAL x REAL x AGL -p AGL
AGL-delete-node: NODE x AGL -. AGL
AGL-add-edge: NODE X NODE x AGL -- AGL
AGL-delete-edge: EDGE X AGL -- AGL
AGL-nodes: AGL -- NODE-SET
AGL-edges: AGL - EDGE-SET

AGL-crfate creates a. trivial AGL. Note that AGL-add-node takes a point, and two numbers
representing the dimensions of the node in addition to the AGL itself as arguments, whereas
AGL-dciel-nod(' takes a node and( the AGL as arguments. NODE-SET and EDGE-SET are sets
of nodes and edges, respectively.

Most of the axioms associated with these operations are quite simp)le. The nodes and edges
of an empty AGL are empty sets.

AGL-nodes(AGL-create) = 0
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AGL-edges(AGL-create) =

A node can only be added to an AGL if it does not overlap another node. If this condition is
satisfied, then the nodes of the new AGL are all the previous nodes and the new node.

AGL-nodes(AGL-add-node(p, x, y, g)) =

if 3 ni: NODE, ni E AGL-nodes(g) A NODE-node-overlap(n,nl)
then AGL-nodes(g)
else AGL-nodes(g) U {n}

where n: NODE = NODE-create(p, x, y)

A new node may not overlap any other nodes, but it may overlap existing AGL edges. To add
a node to the graph when it overlaps existing edges of the graph, we first remove the overlapped
edges from the graph and then add the new node. We then add the deleted edges back to the
graph. This requires the addition of some new operations as shown below:

AGL-edges(AGL-add-node(p, x, y, g)) =
if 3 ni: NODE, nil C AGL-nodes(g) A NODE-node-overlap(n,nl)
then AGL-edges(g)
else AGL-edges(AGL-add-edge-set

(s, AGL-add-non-overlapping-node(p, x, y, AGL-delete-edge-set(s, g))))
where

s: EDGE-SET = {e:EDGE I e E AGL-edges(g) A NODE-edge-intersect(n, e)}
n: NODE = NODE-create(p, x, y)

AGL-nodes(AGL-add-non-overlapping-node(p, x, y, g)) =
AGL-nodes(g) U {NODE-create(p, x, y)}

AGL-edges(AGL-add-non-overlapping-node(p, x, y, g)) = AGL-edges(g)
AGL-add-edge-set((l, g) = g
AGL-add-edge-set({e} U s, g) =

AGL-add-edge-set(s, AGL-add-edge(EDGE-source(e), EDGE-target(e), g))
AGL-delete-edge-set(O, g) = g
AGL-delete-edge-set({e} U s, g) = AGL-delete-edge-set(s, AGL-delete-edge(e, g))

The operation AGL-add-non-overlapping-node adds a new node to the graph such that the
node does not overlap any existing edges. The operations AGL-add-edge-set and AGL-delete-
edge-set respectively add and delete a set of edges to the graph.

Deleting a node from the AGL has the effect of removing it from the set of nodes and removing
all the edges that have that node as either the target or the source.

AGL-nodes(AGL-delete-node(n,g)) = AGL-nodes(g) - {n}
AGL-edges(AGL-delete-node(n, g)) =

{e: EDGE I e E AGL-edges(g)

A EDGE-source(e) 0 n A EDGE-target(e) 0 n}

Deleting an edge only removes the edge from the set of edges of the AGL.
AGL-nodes(AGL-delete-edge(e, g)) = AGL-nodes(g)
AGL-edges(AGL-delete-edge(e, g)) = AGL-edges(g) - {e)

To add a new edge to the graph, we specify its source node and its target node. The operation
AGL-add-edge does not change the nodes of the AGL.

AGL-nodes(AGL-add-edge(ni, ni, g)) = AGL-nodes(g)
AGL-edges(AGL-add-edge(nI, n2, g)) = AGL-edges(g) U {EDGE-create(nl,n2,g)}

The complete specification of the AGL component is shown in Appendix ??.

4.2.2.3 NODE Since a graph consists of nodes and edges, we need an abstract data type for
graph nodes. In our AGL specification, we assume that each node is rectangular. We specify a
node by the location of its center and its extent from the center along the X and the Y axes.
We therefore need an operation to create a node given a point and two real numbers. We also
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need operations to get the location and size of a node, its corners 1, and its boundaries. The
boundaries of a node is the set of the four lines from one corner of the node to another.

NODE-create:POINT x REAL x REAL -. NODE
NODE-position: NODE -f POINT
NODE-X-extent: NODE -f REAL
NODE-Y-extent: NODE -- REAL
NODE-top-left-corner: NODE -• POINT
NODE-top-right-corner: NODE -- POINT
NODE-bottom-left-corner: NODE- POINT
NODE-bottom-right-corner: NODE -- POINT
NODE-boundaries: NODE -- LINE-SET
NODE-position(NODE-create(p, x, y)) = p
NODE-X-extent(NODE-create(p, x, y)) = x
NODE-Y-extent(NODE-create(p, x, y)) = y
NODE-top-left-corner(n) =

point-create (point-x-coordinate(NODE-position(n)) - NODE-x-extent(n)/2,
point-y-coordinate(NODE-position(n)) + NODE-y-extent(n)/2)

NODE-boundaries (n) =
{LINE-create(pl, P2), LINE-create(p 2 , P3),

LINE-create(p 3 , p4), LINE-create(p 4 , P0)}
where

Pl = NODE-top-left-corner(n)
P2 = NODE-top-right-corner(n)
p3 = NODE-bottom-right-corner(n)
P4 = NODE-bottom-left-corner(n)

We can add a new node to an AGL only if it does not overlap any other nodes. Therefore we
need an operation to determine if two given nodes overlap. Two nodes overlap if their boundaries
intersect.

NODE-node-overlap: NODE x NODE - BOOLEAN
NODE-node-overlap(nl, n2 ) =

LINE-SEQUENCE-intersect(set-to-sequence(NODE-boundaries(n )),
set-to-sequence(NODE-boundaries(n 2 ) ))

In the definition above, the operation LINE-SEQUENCE-intersect takes two sequences of line
segments and determines if they have a point in common. set-to-sequence is an operation used to
convert a set into a sequence.

When we add a new node to an AGL, all the existing edges of the AGL that either intersect
or overlap the AGL must be redrawn. Therefore we need operations to determine if a given edge
intersects or overlaps a node. A node and an edge intersect if they have at least one point in
common. A node and an edge overlap if they have at least two points in common. In AGL. node
and edge overlap is never allowed, whereas an edge is allowed to intersect a node if the node is
either the source or the target of the edge.

NODE-edge-intersect: NODE x EDGE -- BOOLEAN
NODE-edge-overlap: NODE x EDGE -- BOOLEAN
NODE-edge-intersect(n, e) =

LINE-SEQUENCE-intersect(set-to-sequence(NODE-boundaries(n)), EDGE-segments(e))
NODE-edge-overlap(n, e) =

LINE-SEQUENCE-overlap(set-to-sequence(NODE-boundaries(n)). EDGE-segments(e))

Finally, to determine if a given node is a source or a target of a particular edge, we want an
operation to determine if a given point lies on the boundaries of the node.

NODE-has-point-on-boundary: NODE x POINT - BOOLEAN
NODE-has-point-on-boundary(n, p) =

3 1: LINE, 1 E NODE-boundaries(n) A LINE-contains(l, p)

The entire specification for nodes is given in Appendix ??.

1 The names NODE-top-left-corncr, NODE-top-right-corner, etc. are used to improve readability. In reality if.
for example, both the node extents are negative, then NODE-top-heft-corner will be the bottom right corner of the

node.
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4.2.2.4 EDGE Here we define the abstract data type for edges of a graph. While we can add
a new node to the AGL only if it does not overlap any existing nodes, a new edge can be added to
the AOL at any time as long as the new edge's source and target nodes exist in the AGL. The line
segments that will form the new edge must not intersect or overlap any other existing nodes, and
must also satisfy our other aesthetic criteria as mentioned in Section -1.2.1. Therefore, to create
a new edge, we need to specify its source and target nodes as well tile existing A(OL.

EDGE-create: NODE x NODE x AGL - EDGE
Given an edge, we need operations to get its source, target, and its line segments.

EDGE-source: EDGE -. NODE
EDGE-target: EDGE -- NODE
EDGE-segments: EDGE -- LINE-SEQUENCE
EDGE-source(EDGE-create(ni, n,2 , g)) = n,
EDGE-target(EDGE-create(nl, n 2 , g)) = n2

Creating line segments during edge routing is the most important part of the whole specifi-
cation. The axioms for EDGE-segments specify the properties of all the edges in AGL. Edges
are composed of a sequence of vertical or horizontal line segments. rhese line segments form a
conlnected sequence (that is. the end point of each line segment is the beginning point of the next
line seginent in the sequence). The line segments should connect the source and target nodes
of the edge, and they should not intersect with any other node (that is. edges should not have
any points in common with nodes other than their source and target nodes). The line segments
should not overlap (that is. have more than one point in common with) tile source and target
nodes, and they should not overlap the line segments of any other existing edges of tile AGL.
Any sequence of line segments that satisfies these requirements is a candidate for an edge of the
graph. From Ilie set of edge candi(ldates, we choose one of the sequences which best satisfies our
aestlietic criteria to be the actual line segmenls fo<rming an edge in tile AtML.

AGL-most-aesthetic-edge-segments(g, t 1 , n2 , EDGE-segments(EDGE-create(niu, w'2, g))) = true
AGL-most-aesthetic-edge-segments(g, nl, nu,, s) =

AGL-potential-edge-segments(g, n1 , n2, s)
A V s, : LINE-SEQUENCE, AGL-potential-edge-segments(g, ril, ?19, sl)

::' (AGL-edge-segments-cost(g, s) < AGL-edge-segments-cost(g, sj))
AGL-potential-edge-segments(g, nl, n2, s) =

(V 1: LINE, 1 E s z:: (LINE-horizontal(l) V LINE-vertical(l)))
A LINE-SEQUENCE-connected(s) A NODE-connects(nl, n72, s)
A AGL-no-other-node-intersections(g, ni, n2 , s)
A - LINE-SEQUENCE-overlap(s, set-to-sequence(NODE-boundaries(nl)))
A - LINE-SEQUENCE-overlap(s, set-to-sequence(NODE-boundaries(n 2 )))
A V c : E[)GL'[, e E AGL-edges(g) = - LINE-SEQUENCE-overlap(s, EDGE-segments(e))

NODE-connects(uI, i,), s) =
NODE-has-point-on-boundary(n I, LINE-from(first (s)))
A NODE-has-point-on-boundary(u.2, LINE-to(last(s)))

AGL-no-other-node-intersections(g, "i, ?P, s)=
V n: NODE, (n E AGL-nodes(g) A n t ni A n i 1"2)

-;> LINE-SEQUENCE-intersect(s, set-to-sequence(NODE-boundaries(n)))
AGL-edge-segments-cost(g, s) =

(( > LINE-length(l)) * AGL-edge-length-cost-factoro)

E s
+ ((Msl - 1) * AGL-edge-bends-cost-factoro)

+ (( I: LINE-SEQUENCE-intersections(s, EDGE-segments(e)))

E
* AGL-edge-crossings-cost-factoro)

We use A(,L-ukJ,-I( ugl,-co.'t-frmctor, A(;L-idqc-bnd.s'-co.t-fctor. all(d A(.GL-Cdq( -cro..ssinsg,-
co.st-faictor as the colisiants ulse(d to assign wveights to each aesthetic criterion used for A,(l edge
layout.
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A complete specification of the EDGE specification component is shown in Appendix ??.
Note that )iue of the operations described above are moved to other specification components
based on .,,ir signatures. For example, the operation NODE-connects is moved to the NODE
component since the axiom for NODE-connects uses operations defined for NODE and does not
use any operations defined for EDGE.

4.2.2.5 LINE Edges in AGL are composed of line segments. Line segments also form the
boundaries of nodes. We specify line segments by their endpoints. In AGL, line segments are
directed. Also, we only consider vertical or horizontal line segments. We therefore need operations
to determine the orientation of line segments.

LINE-create: POINT X POINT -- LINE
LINE-from: LINE - POINT
LINE-to: LINE -• POINTLINE-horizontal: LINE -- BOOLEAN
LINE-vertical: LINE -. BOOLEAN
LINE-from(LINE-create(piP 2 )) = P1
LINE-to(LINE-create(pl,p 2 )) = P2
LINE-horizontal(l) = (POINT-Y-coordinate(LINE-from(l)) = POINT-Y-coordinate(LINE-to(l)))
LINE-vertical(l) = (POINT-X-coordinate(LINE-from(l)) = POINT-X-coordinate(LINE-to(l)))

Since the length of line segments that form an edge is one of our aesthetic criteria, we need
an operation to calculate the length of a line segment. We also need operations to determine if
two line segments have one or more points in common because such operations will be used to
determine if an edge intersects or overlaps another edge or node.

LINE-length: LINE -- REAL
LINE-intersect: LINE x LINE - BOOLEAN
LINE-overlap: LINE X LINE - BOOLEAN
LINE-length(l) = POINT-distance(LINE-from(l) ,LINE-to(l))
LINE-intersect(l11 , 2 ) 3 p: POINT, LINE-contains(lI, p) A LINE-contains(12 , p)
LINE-overlap(il, 12) =

3 Pl, P2: POINT, p, 0 P2 A LINE-contains(1l, pl)
A LINE-contains(ll, P2) A LINE-contains(l1, pl) A LINE-contains(l2, P2)

We determine if a given point lies on a given line segment by substituting the coordinates of
the point in the line equation, and by verifying that the point lies in the bounding rectangle of
the line.

LINE-contains(l, p) -
MY - Yt) * (x 2 - x1)) = ((x - x0) * (Y2 - yj))) A (xi < x < x2) A (yi ! y _< Y2)

where
x - POINT-X-coordinate(p)
y - POINT-Y-coordinate(p)
xj - POINT-X-coordinate(LINE-from(l))
Yj = POINT-Y-coordinate(LINE-from(l))
X2 = POINT-X-coordinate(LINE-to(l))
Y2 = POINT-Y-coordinate(LINE-to(1))

The complete specification for LINE is shown in Appendix ??.

4.2.2.6 LINE-SEQUENCE We use a sequence of line segments to form an edge in AGL.
We define all the standard sequence operations such as .first, rest, last, ins.rt. dcictc, and find
for the sort LINE-SEQUENCE. We also define some other operation- for line sequences that are
used by other specification components of AGL. To determine if two edges intersect or overlap, we
need operations to determine if two line sequences overlap or intersect. We also need operations
to determine the mirnber of times two line sequences intersect.

LINE-SEQUENCE-overlap: LINE-SEQUENCE x LINE-SEQUENCE - BOOLEAN
LINE-SEQUENCE-intersect: LINE-SEQUENCE x LINE-SEQUENCE -- BOOLEAN
LINE-SEQUENCE-intersections: LINE-SEQUENCE x LINE-SEQUENCE -- NAT
LINE-SEQUENCE-overlap(sl, s2) =
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3 11, 12: LINE, 1i E Sl A 12 E s2 ) A LINE-overlap(11 , 12)
LINE-SEQUENCE-intersect(s 1 , -2) =

3 11, /2: LINE, 1i E s1 A 12 E s 2 A LINE-intersect(s 1 , S2)
LINE-SEQUENCE-intersections(sl, s2) -

Eif LINE-intersect(1i 12) then I else 0

h E si 12 E $2
To form an edge, thle segments in a line sequence must be joined to each other. We therefore

need an operation to determine if a line sequence is connected.
LINE-SEQUENCE-connected: LINE-SEQUENCE - BOOLEAN
LINE-SEQUENCE-connected([]) = TRUE
LINE-SEQUENCE-connected(Lll) = true
LINE-SEQUENCE-connected(prepend(l, prepend(l2, s))) =

LINE-to(II) = LINE-from(1 2) A LINE-SEQUENCE-connected(prepend(1 2 , s))

The complete specification for LINE-SEQUENCE (except for the standard sequenc( opera-
tions) is shown in Appendix ??.

4.2.3 Discussion of Issues

Balzer [?, ?] identifies the following as sources of informality in software specifications:

" Abbreviation. Abbreviation is the use of domain-specific vocabulary to refer to complex

pieces of knowledge in that domain. We view abbreviation as simply a form of reuse. Since
we did not use a repository of domain-specific reusable components, we do not discuss this

issue further in this section.

" Ambiguity and Inaccuracy. Ambiguity in specifications refers to multiple interpretations
of specifications. A specification is inaccurate if it does not reflect the intent of the user.
As both these issues result in incorrect specifications, we treat them as a single is ue in
Section 4.2.3.1.

" Inconsistency. Inconsistency means that the semantics of different operations, specified by
the axioms, are contradictory [?]. We discuss consistency in more detail in Section 4.2.3.3.

" Incompleteness. A specification is incomplete when descriptions of certain aspects of the
software system are missing from the specification. We deal with this issue in Section 4.2.3.2.

" Poor Ordering. The requirements may be hard to understand if they are not presented in a
proper order. As discussed in Section ??, poor ordering is not an issue if the specification
is developed using an object-oriented approach.

While Balzer was interested in the specifications themselves, we are conceriled with t he process
of formalizing specifications.

In addition to dealing with the above sources of informality, we wanted the specification to
be highly readable and abstract. Since we wanted to use our specification as a basis for deriving
an actual implementation of the AGL system, we wanted a specification that could be easily
understood by software developers with little training in algebraic specifications. We also wanted
our specification to be highly abstract to provide maximum freedom to the developers of the

system in choosing among implementation a lternativos. Executability of the specification was a
secondary goal that we wanted to achieve if it did not compromise the primary goals.

We discuss how our specification development process was guided by the above goals. We
also describe situations where the goal. jnflicted and we had to make trade-offs in achieving the

goals.
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4.2.3.1 Correctness One of the most important steps in building a specification is its val-

idation with respect to requirements. l)uring specification validation, errors are detected and

eliminated. This is a difficult problem because requirements are non-formal and hence cannot be

directly used to formally validate the specification.
The validation procedure used in our AGL case study can be best described as "validation by

inspection." We analyzed the axioms for each operation to determine if the operation met the

specified requirements. During this analysis, we identified three principal sources of errors in the
AGL specification.

" Ambiguous and Incomplete Requirements

The original set of requireme'ats for the AGL system stated that while edges could not inter-
sect nodes. they could intcrsect other edges. While analyzing the axioms for edg- routing,

we discovered that i1 we allowed edge', to intersect with no other constraints, two edges
could have overlapping line segments. After further deliberation, we decided that overlap-
ping edges should not t)e allowed and added further constraints to the AG, specification

to accomplish that. We feel that (detecting ambiguities of this nature early in the software

development process is a. principal benefit of developing formal specifications.

" Interdependencies Between Requirements
The AGL system has the requirement that an edge should not pass through the source or
the target node. The AGL system also needs to meet the aesthetic criterion of minimizing

the lengths of edges. An early version of the AGL specification relied on achieving the

former requirement as a side-effect of satisfying the latter aesthetic criterion - iF an edge

passes through the source or the target nodes, there is always another -dge with a shorter

length that does not pass through the node(s). After further analysis, we realized that

this reliance on interdependencies between requirements to meet the requirements affected

readability as well as maintainability. For instance if minimizing the length of edges cease-
to be an aesthetic criterion at some point in the life of tlh ,+oftware system, the removal of

this criterion I:onm the specification would result in a specification that no longer meets one

of its requirements. Therefore we reprc.seuite(l the requirement that edges slihuld not pass
through source or target. nodes explicitly in the specification.

" Changes to the Specification

The axioms that, (escribe the properties of thel operation A GL-add-iid( state that if the

new nolde being added overlaps any existing edges, the overlapped edges should Ide removed

and rerouted afler add(inmg the node. In an early version of the specification, we discovered
that, the edges were being removed and rerouted, but the addition of the new node before

rerouting the edges had been overlooked.

In correcting this error, we inti.roducedl another error into the sipecificalion. The erroneous

mew axiomi was as follows:
AGL-edges(AGL-add-node(p, x, y, g)) =

if 3 ni: NODE nI E AGL-nodes(g) A NODE-node-overlap(n,nu)
then AGL-edges(g)
else AGL-edges(AGL-add-edge-set

(s, AGL-add-node(p, x, y, AGL-delete-edge-set(s, g))))
where

s: EDGE-SET = {e:EDGE I e E AGL-edges(g) A NODE-edge-intersect(n, e)}
n: NODE = NODE-create(p, x, y)
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POINT-create: REAL x REAL -- POINT

POINT-X-coordinate: POINT -- REAL

POINT-Y-coordinate: POINT -* REAL

POINT-X-coordinate(POINT-create(a,b)) = a

POINT-Y-coordinate(POINT-create(a,b)) = b

Figure 1: Sufficient Completeness

The use of A GL-add-node in the definition results in a non-terminating sequence of deletion
of an empty set of edges from the graph. We fixed this error by replacing the use of AGL-
add-node in the definition by a new operation called AGL-add-non-overlapping-node.

4.2.3.2 Completeness We used the notion of sufficient completeness (defined below) to en-
sure that our specification is complete. As mentioned earlier, each specification component in the
A(,. specification corresponds to the definition of one abstract data type (ADT). We divide the
set of operations defined on an ADT into two sets, S and 0. The set S contains the operations
whose range is the ADT being specified. The set 0 contains operations that map v. . f the
type ADT onto other types; these are often called behavior operations. A data type specification
is sufficiently complete if there exists a subset of its non-behavior operations, called constructors,
such that any expression returning the abstract data type can be reduced, by using the axioms for
substitution, to an expression consisting only of constructors [?, ?]. Figure 4.2.3.2 shows a fraction
of the IPOJNT specification. This specification is sufficiently complete because POINT-create is
the only constructor and expressions containing POINT-X-coordinate and POINT-Y-coordinate
can be reduced to real numbers (here, we make the assumption that our reusable specification
component for real numbers is sufficiently complete).

The general problem of determining whether a specification is sufficiently complete is unde-
cidalble [?]. To ensure the sufficient completeness of our specification, we identified the sets of
constructors very early in the specification development process, and defined axioms such that
the most general forms of all the expressions using all non-constructor operations could be re-
duced to expressions consisting only of constructors. This is a general method useful for creating
sufficiently complete specifications and eliminates the need to analyze the final specification for
sufficient coinpleteniess. This method can be used more profitably if the specification is modular.
with well-defined dependencies between the components of the specification.

There can be other forms of incompleteness in specifications. Wing, in her study of twelve
specifications of the library problein [?]. identifies six major incompleteness categories:

" Initialization. A specification should state the properties of the initial state of the sys-
temi. Our algebraic specification (toes not have a notion of states, but the properties of the
operation Al(;'L-crcate( describe the properties of the system before any nodes or edges are
added to the graph.

" Missing Operations. A statement of requirements may be incomnplete because of its failure
to identify all the i useful operat ions tIhat the system could perform . This incompleteness may
be carried over into) lthe specification. We identified a. few potentially useful operations such

as ani operation to move a node to a new location or an .cperation to Change the size of a node
that. are missing from onr l'specificalion. These operations may be added to the specification

in future.
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"* Error Handling. A specification should specify what happens if an error is encountered.
This is most usefurl, for examiiple, iii the( specification of a, user iiiterfac. ShTi %e de lo( rot
specify a. user interface ini our specification, the only possible errors in our sp~ecification
are due to some operations being (definled as total operations when they should actually be

partial operations. We could not find any Such errors in our sp)ecification.

"* Missing Constraints. A stateinent of reqIuiremenlts may fail to idlert ifvý all the constraints
to he satisficd by thre objecs in the system andi their op~erations. T1his inicompijleteness may
be carr'iedl over into the slpecilicai ion. One such missing constraint lin ati earlir verson of
our specifcation was the inissinig rN~eqlretrett that edlges shiouldl not overlap. This conistraint

ha~s been added to the specification presentedI in Appendix ??.

"* Change of State. A specification may lbe incomplete if it fa~ils to slpecifyý what ob~jects

change from state to state. Ilii an algebraic sp~ecifica~tion with no notion of st atew; this tvl)
of incom pleteness correslponus to ablsenlce of snir dcent coil lpleteiiess'.

"* Nonfunctional Behavior. A specification may also he incomplete if it dloes not. add~ress
some issules such as hurmani interaction, systenm constraints. or liveness. kWe (lil riot consider
any nonfunctonal issues such a~s humana i ntraction or system conist raints such as I he size

of the graph or t, lidIisplay screein ini our specification in order t o give muaximunmiii flexibhilIityv
to the initllementors.

4.2.3.3 Consistency (Vonsistency inieans that the semanitics of different operations. specified

by the axiomts, are not, contradlictor. %lDeteri nin iig consistenlcy is t heoret ica lly a ii u idecidable

problem [?]. W~e (1151redl thle consistency of onur specification by ma kinrg sutre at. eac'h Step in t he

spmciict on dlevelopmienlt process t hat a. new axiom was consist('it withl all the previous axiomts.
Tlhe modutla rity of specifiations is a. t.remniidous asset iiana W vsis of thIiis natutre becau se it Iimin is
thre size of the set~s of a xioins t.la~t hiave Ito be checked for consist enrcy. We feel tha ;t tools call
h~e (developedl to assist. sp)Wificathmiou( eveolwers ini coniitrutcli tg ((imii Sst('il sjviowifaitina 10. e have

already initiatedl work in this direct ion 1]

4.2.3.4 Read ability versus Exec utability As inentioned Warier a main goal of our expert-

in ent wvas to) c rea~te a read able fornia I speci ficat ion For art aest.hietic graph layoiiI syst em I Itat could(
be used by people uinrfamiilia r with thre undi(erlying formlim~m to create arn efcient nit ldleinet at ion

of th le Sstlemr. We b~elieve thiat. we were su ccessri I in creat~inrg a speci fia tion t hrat cart lie ui idr-
stoodl fa~irliy easily by t hose withI sorite knrowledlge of logic. WVe Irad( a. Second(Ia ry obijectivye to creat~e

ant execuitable sp)('ifi(cI ion. 'l)'oitret t his objective, we exjpe:-iiientled withI convertinig our alge-
hbrai(' specif'ication i ut aii execuila lb sjpe(i Ficat ion ini a wide-sped rni li anrguage calledI Hefinie [?I.
Duiirinrg thre couotrse of thre ex penrimenits. we [ound1( that. in ordler to iliieve execu Ia l~hit v. we had to
dliscardh thre frill expressive power of first. order' logic. A typical illust rat ion of thle kind of juroblvinis
we encoun1 tteredl is tithe definiiit ion for thei( operation L INL-iti f r~s ct. whIiich (let ermnuites if two givenl

linre segirierits iintersect . As Shrownr below, we originally (lefiriedl Iwo litres to be unlers~ct inig if' thley
have a point ill corrinrori, which we reel is a ver'y inituit ive arid readable definrit ion.

LINE- intersect (1i I2) = 3 p: POINT, LINE-contains(Ij, 1) A LINE-contains(/2. p)
0iur effort to Iranrslal e it inrto air eXecuit able definitiioni resulted ini air allmost umnlreadlable (lefi-

iritiori shown iii Figuire 2. Ilii the execuitable defirnit ion, if I he two lirnes are oithlogornal, t hen t hey



LINE-intersect(11 , 12) "

if (LINE-horizontal(1l) A LINE-vertical(12))

then (LINE-contains(POINT-create(POINT-X-coordinate(LINE-to(1 2 )),

POINT-Y-coordinate (LINE-to (1i))),
1i)

A LINE-contains(POINT-create(POINT-X-coordinate(LINE-to(1 2 )),

POINT-Y-coordinate(LINE-to(1l))),

12))
elseif (LINE-horizontal(1 2 ) A LINE-vertical(1I))
then (LINE-contains(POINT-create(POINT-X-coordinate(LINE-to(1 1 )),

POINT-Y-coordinate(LINE-to(1 2 ))),
Ii)

A LINE-contains (POINT-create (POINT-X-coordinate (LINE-to (11 )),

POINT-Y-coordinate (LINE-to (12))),
12))

else
(LINE-contains(LINE-from(Il), 12) V LINE-contains(LINE-to(li), 12)

V LINE-contains(LINE-from(b2 ), 1I) V LINE-contains(LINE-to(1 2 ), 10))

Figure 2: Executable Definition of LINE-intersect

intersect if the point formed by taking the x-intercept of the vertical line and the y-intercept of the
horizontal line lies on both lines. If the lines are not orthogonal, then they intersect (or overlap)
if and only if one of the end-points of one line lies on the other line. We abandoned our quest
for executability soon after as it violated our primary goal of readability. Our experiments agree
with the hypothesis of Bidoit et al. [?] that readability can be achieved if it is a primary goal,
and that the pursuit of readability may require relaxing the requirement of executability.

4.2.3.5 Abstractness A specification should describe only the properties of the system (what
the system does) while omitting the implementation details (how it is done). This allows the im-
plementors of the system to choose from a wide range of implementations that the specification can
be refined into. A specification cluttered with implementation details might make the specification
hard to understand and also eliminate the best possible implementation from being considered.
Therefore, abstractness was one of our primary goals. We found that executability and abstract-
ness are often incompatible with each other. The LINE-intersect example in Section 4.2.3.4 is
a good example of this incompatibility. We also found that while abstractness usually enhances
readability, it can also make a specification hard to understand in some cases. In the AGL specifi-
cation, we had to compromise between readability and abstractness in the choice of range type for
AGL-nodes and AGL-edges. The order of addition of edges and nodes to AGL is important; dif-
ferent orders of addition of nodes and edges result in different graph layouts (of the same graph).
The initial version of the AGL specification reflected this conceptual notion: AGL-nodes and
,4 GL-edges had sequences as their range types; they preserved the order in which nodes and edges
were added to a graph. But later we realized that this was an unnecessary restriction. While it
is necessary to know the order of the addition of nodes and edges in order to layout the graph,
the order information is not a. property of the edges and the nodes of the graph. Instead, it is a
property of the graph itself. AGL-nodcs and A GL-cdges should therefore have sets as their range
types. The information about the order in which nodes and edges are added to AGL is reflected
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in the order in which the operations AGL-add-node and AGL-add-edge appear in an expression
of type AGL and can be inferred from the properties of those operations. But the use of sets as
the choice of range types for nodes and edges makes the specification harder to understand since
the ordering information is now buried in the properties of A GL-add-node and AGL-add-edge. In
this case, we opted for abstractness over readability since readability can be improved to some
extent with comments.

4.2.3.6 Operation-Oriented Development versus Object-Oriented Development Spec-
ification methods tend to focus on either a system's operations or its data [?]. An operation-
oriented method identifies the system's key functions and specifies their properties while describ-
ing data through simplistic models. An object-oriented (data-oriented) method identifies the key
types of objects in the system, the operations performed on the objects, and their properties.
An object-oriented approach is best suited to develop modular algebraic specifications because
sorts and operations in an algebraic specification correspond naturally to classes and methods.
The object-oriented approach is also well-suited to specification construction by reuse and for
constructing reusable specification components. Reusable specification components can be used
repeatedly after verifying them once, thus resulting in fast and reliable development of specifica-
tions. We can build modular specifications that are easy to read and maintain by using reusable
specification components. We therefore used an object-oriented approach to develop our specifica-
tion. We obtained reusable specification components for basic types such as natural numbers, real
numbers, and Booleans, and developed all the other components shown in Appendix ??. From
our experience, we feel that an object-oriented approach can be used very effectively in certain
domains such as AGL where objects and operations can be clearly identified.

4.2.3.7 Negotiations and Trade-offs A primary reason for constructing formal specifica-
tions is to evaluate whether an implementation of the required software system is constructible.
If the specification is not satisfiable, no working implementations of the specification can be con-
structed. Thus constructing a formal specification can help detect impossible (combinations of)
requirements early in the software requirements process. The AGL aesthetic criteria are an ex-
ample of this. It is not possible to construct an implementation of an AGL system that will
independently minimize edge lengths as well as edge crossings. For example, Figure ?? shows
two possible edges between nodes n, and n2 . Edge el has the minimum length and edge c2 has
the minimum number of edge crossings. But there can be no edge with the length of el and the
number of crossings of C2. An iml)lementation of AGL must therefore achieve some combination
of the two aesthetic criteria instead of achieving them independently. In such cases, it becomes
necessary to negotiate with the client and convince the client of the impossibility of meeting all
requirements. The client can then choose from a set of realistically achievable requirements com-
binations. Negotiations and trade-offs such as these are an inevitable part of the specification
building process [?, ?].

The specification developer also has to make other kinds of trade-offs while developing speci-
fications. The definition of the LINE-intersect operation in Section 4.2.3.4 illustrates a trade-off
between executability and readability. The choice of range types for A GL-nodes and A GL-cdges as
discussed in Section .1.2.3.5 demonstrates a trade-off between abstractness and readability. Such
trade-offs are common during specification construction and should be managed by making the
objectives of the specification construction process explicit.
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e has minimum length e 2 has minimum number of crossings

Figure 3: Two possible edges between nodes ni and n 2

4.2.4 Conclusion and Directions for Future Work

We found the exercise of writing a detailed formal specification for the problem of aesthetic graph
layout interesting and useful in helping us gain a deeper understanding of the problem and the
process of formalizing specifications. The main difficulty we encountered during the formalization
process was the lack of necessary reusable components. For example, we could have greatly bene-
fited from the existence of a repository with c:mponents for specifying point, line, rectangle,
and graph. In general, we would also want mechanisms to retrieve components based on desired
properties, and then adapt and compose such components to tailor them to the current problem.
We found that modifying specification components often results in introducing new errors into
the specifications due to the interdependencies between specification components. This l)roblem
could be substantially alleviated if the specification developer could identify all the potentially af-
fected parts of the specification after each change to the specification. It may be possible to build
a formal transformational system to assist in identifying all such affected parts. A specification
developer would use the formal transformations provided by such a system to systematically in-
troduce changes into the specification at the semantic level instead of using a text editor. Feather
and Johnson [?, ?] introduced the notion of evolution transformations as a means of elaborat-
ing specifications. We are extending that notion to design formal evolution transformations that
can preserve certain properties while changing others. These formal evolution transformations
can also be used to identify changed portions of a specification. We are designing these formal
evolution transformations as operations in a. theory of specification reuse [?].

4.2.5 The AGL Specification

4.2.5.1 AGL Specification Component spec AGL =

sorts: AGL

based on: REAL, IIOOLEAN, lPOINT, LINE, LINE-SEQUN( 'E. NOI)E., II)(,C
NOI)E-SlIT, EDl*DI;-SET, NAT, IINF-SHT
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operations:

AGL-create: -* AGL
AGL-add-node: POINT X REAL X REAL X AGL -~ AGL
AGL-delete-node: NODE X AGL -~ AGL
AGL-add-edge: NODE X NODE x AGL -. AGL
AGL-delete-edge: EDGE x AGL -* AGL
AGL-nodes: AGL -~ NODE-SET
AGL-edges: AGL -+ EDGE-SET
AGL-add-non-overlapping-node: POINT x REAL X REAL x AGL -~AGL

AGL-add-edge-set: EDGE-SET X AGL -4 AGL
AGL-delete-edge-set: EDGE-SET x AGL -* AUL
AGL-potential-edge-segments: AGL x NODE x NODE x LINE-SEQUENCE -~BOOLEAN

AGL-uost-aesthetic-edge-segments: AGL X NODE x NODE x LINE-SEQUENCE -fBOOLEAN

AG L-no-other-node-intersect ions: AGL x NODE x NODE x LINE-SEQUENCE -*BOOLEAN
AGL-edge-segments-cost: AGL x LINE-SEQUENCE -+ REAL
AGL-edge-length-cost-f actor: -. REAL
AGL-edge-bends-cost-f actor: -*REAL

AGL-edge-crossings-cost-f actor: -, REAL

axioms:

AGL-nodes(AGL-create) =
AGL-edges(AGL-create) =0
AGL-nodes(AGL-add-node(p, x, y, g))=

if 3 nj: NODE, ni E AGL-nodes(g) A NODE-node-overlap(n.?zl)
then AGL-nodes(g)
else AGL-nodes(g) U {n}

where n: NODE = NODE-create(p, x, y)
AGL-edges(AGL-add-node(p, x, y, g)) =

if 3 n,~: NODE, 711 E AGL-nodes(g) A NODE-node-overlap(n,nl)
then AGL-edges(g)
else AGL-edges (AOL-add-edge-set

(s, AGL-add-non-overlapping-node(p, x, y, AGL-delete-edge-set(s, g))))
where

s: EDGE-SET = {e:EDGE Ie E AGL-edges(g) A NODE-edge-intersect(n, e)}
n: NODE = NODE-create(p, x, y)

AGL-nodes(AGL-add-non-overlapping-node(p, x, y, g)) =
AGL-nodes(g) U {NODE-create(p, x, y))

AGL-edges(AGL-add-non-overlapping-node(p, x, y, g)) = AGL-edges(g)
AGL-add-edge-set(O, g) = g
AGL-add-edge-set({e) U s, g)=

AGL-add-edge-set(s, AGL-add-edge(EDGE-source(e), EDGE-target(e), g))
AGL-delete-edge-set(O, g) = g
AGL-delete-edge-set({ej U s, g) =AGL-delete-edge-set(s, AGL-delete-edge(e, g))
AGL-nodes(AGL-delete-node(n,g)) =AGL-nodes(g) - {n}
AGL-edges(AGL-delete-node(n, g))=

{e: EDGE Ie E AGL-edges(g)
A EDGE-source(e) $ n A EDGE-target(e) 54 n}

AGL-nodes(AGL-delete-edge(e, g)) = AGL-nodes(g)
AGL-edges(AGL-delete-edge(e, g)) = AGL-edges(g) - {e}
AGL-nodes(AGL-add-edge(nl, n.), g)) = AGL-nodes(g)
AGL-edges (AGL-add- edge(n I, n-), g)) = AGL-edges(g) U {EDGE-create(ni,712,g)}
AGL-nost-aesthet ic -edge -segments (g, ni, n2, EDGE-segments(EDGE--create(nil, n,, g))) =true

AGL-most-aesthetic-edge-segments(g, u.1, n), s)
AGL-potential-edge-segments(g, It,, n2, S)
A V si LINE-SEQUENCE, AGL-potential-edge-segments(g, n1, n2, 81)

=>' (AGL- edge -segmnent s-cost (g, s) < AG L-edge-segments-cost (g. si))
AGL-potential-edge-segments(g, n1, n2, a) =

(V 1: LINE, I E 8 =>' (LINE-horizontal(l) V LINE-vertical(l)))
A LINE-SEQUENCE-connected(s) A NODE-coraiects(nl, n,), s)
A AGL-no-other-node-intersections(g, Iij, IZ2, S)
A - LINE-SEQUENCE-overlap(s, set-to-sequence(NODE-boundaries(nl)))
A -LINE-SEQUENCE-overiap(s, set-to-sequence(NODE-boundaries(712))))
A V e : EDGE, e E AGL-edges(g) => - LINE-SEQUENCE-overlap(s, EDGE-segments~e))

AGL-no-other-node-intersections(g, ni, 71., s)=



V n: NODE, (n E AGL-nodes(g) A n :A nj A n 0 n2 )
=>-LINE-SEQUENCE-intersect(s, set-to-sequence(NODE-boundaries(n)))

AGL-edge-segments-cost(g, s) =

(( LINE-length(1)) * AGL-edge-length-cost-factoro)

E S
+ ((si - 1) * AGL-edge-bends-cost-factorO)

+ (( 1: LINE-SEcQUENCE-intersections(s, EDGE-segments(e)))

e E AGL-edges(g)

* AGL-edge-crossings-cost-factorO)

end spec AGL

4.2.5.2 NODE Specification Component spec NODE=

sorts: NODE

based on: REAL, BOOLEAN, POINT, LINE, LINE-SEQUENCE, LINE-SET, EDGE

operations:

NODE-create: POINT x REAL x REAL -NODE
NODE-position: NODE -~ POINT
NODE-X-extent: NODE -~ REAL
NODE-Y-extent: NODE -* REAL
NODE-top-left-corner: NODE -*POINT

NODE-top-right-corner: NODE -4POINT

NODE-bottom-left-corner: NODE - POINT
NODE-bottom-right-corner: NODE -~POINT

NODE-boundaries: NODE -' LINE-SET
NODE-node-overlap: NODE x NODE -f BOOLEAN
NODE-edge-overlap: NODE x EDGE -* BOOLEAN
NODE-edge-intersect: NODE x EDGE -* BOOLEAN
NODE-connects: NODE x NODE x LINE-SEQUENCE -BOOLEAN

NODE-has-point-on-boundary: NODE x POINT -- BOOLEAN

axioms:
NODE-position(NODE-create(p, x, y)) = p
NODE-X-extent(NODE-create(p, x, y)) = x
NODE-Y-extent(NODE-create(p, x, y)) = y
NODE-top-left-corner(n) =

POINT-create(POINT-X-coordinate(NODE-position(n)) - NODE-X-extent(n)/2,
POINT-Y-coordinate(NODE-position(n)) + NODE-Y-extent(n)/2)

NODE-top-right-corner(n) =
POINT-create (POINT-X-coordinate(NODE-position(n)) + NODE-X-extent(n)/2,

POINT-Y-coordinate(NODE-position(n)) + NODE-Y-extent(n)/2)
NODE-bottom-left-corner(n) =

POINT-create(POINT-X-coordinate(NODE-position(n)) - NODE-X-extent(n)12.
POINT-Y-coordinate(NODE-position(n)) - NODE-Y-extent(n)/2)

NODE-bottom-right-corner(n)
POINT-create(POINT-X-coordinate(NODE-position(n)) + NODE-X-extent(n)/2,

POINT-Y-coordinate(NODE-position(n)) - NODE-Y-extent(n)f 2)
NODE-boundaries(n) =

{LINE-create(pi, p2). LINE-create(P2, P3),
LINE-create(P3, P4), LINE-create(P4j, P01}

where
pj= NODE-top-left-corner(n)

p2 - NODE-top-right-corner(n)
P3 - NODE-bottom-right-corner(n)
P4 - NODE-bottom-left-corner(n)

NODE-node-overlap(nl, 712) =
LINE-SEQUENCE-intersect (set-to-sequence(NODE-boundaries(nil)),
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set-to-sequence(NODE-boundaries(n 2 )))
NODE-edge-intersect(n, e) =

LINE-SEQUENCE-intersect(set-to-sequence(NODE-boundaries(n)), EDGE-segments(e))
NODE-edge-overlap(n, e) =

LINE-SEQUENCE-overlap(set-to-sequence(NODE-boundaries(n)). EDGE-segments(e))
NODE-has-point-on-boundary(n, p) =

3 1: LINE, 1 E NODE-boundaries(n) A LINE-contains(l, p)
NODE-connects(nl, n 2 , s) =

NODE-has-point-on-boundary(nl, LINE-from(first(s)))
A NODE-has-point-on-boundary(n22, LINE-to(last(s)))

end spec NODE

4.2.5.3 EDGE Specification Component spec EDGE =

sorts: EDGE

based on: LINE, LINE-SEQUENCE, AGL

operations:

EDGE-create: NODE x NODE x AGL -- EDGE
EDGE-source: EDGE -- NODE
EDGE-target: EDGE - NODE
EDGE-segments: EDGE -. LINE-SEQUENCE
/* Standard set and sequence operations for sets and sequences of edges */

axiorns:
EDGE-source(EDGE-create(nl, n 2 , g)) = nj
EDGE-target(EDGE-create(ni, n2, g)) = n2
/* Standard set and sequence axioms for sets and sequences of edges */

end spec EDGE

4.2.5.4 LINE Specification Component spec LINE =

sorts: LINE

based on: REAL, BOOLEAN, POINT, NAT

operations:

LINE-create: POINT X POINT - LINE
LINE-from: LINE -• POINT
LINE-to: LINE - POINT
LINE-horizontal: LINE -- BOOLEAN
LINE-vertical: LINE -• BOOLEAN
LINE-length: LINE -. REAL
LINE-intersect: LINE x LINE -- BOOLEAN
LINE-overlap: LINE x LINE - BOOLEAN

axioms:

LINE-from(LINE-create(p1 ,P2)) = P1
LINE-to(LINE-create(pl,P 2 )) = P2
LINE-horizontal(l) = (POINT-Y-coordinate(LINE-fro.(l)) - POINT-Y-coordinate(LINE-to(l)))
LINE-vertical(l) - (POINT-X-coordinate(LINE-from(l)) = POINT-X-coordinate(LINE-to(1)))
LINE-length(l) = POINT-distance(LINE-from(1),LINE-to(l))
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LINE-intersect(l1, 1
2 ) 3 B p: POINT, LINE-contains(Il, p) A LINE-contains(1 2 , p)

LINE-overlap(1l, 12) =

3 Pi, P2: POINT, pl A P2 A LINE-contains(lI, PI)
A LINE-contains(ll, P2) A LINE-contains(12, Pl) A LINE-contains(12- P2)

LINE-contains(l, p) =
((MY - Yl) * (X2 - X1 )) = ((X - X1 ) * (Y2 - y9))) A (xl < X < X 2 ) A (yj : y • Y2)

where
x = POINT-X-coordinate(p)
y = POINT-Y-coordinate(p)
x= = POINT-X-coordinate(LINE-frou(l))

=j = POINT-Y-coordinate(LINE-from(l))
X2 = POINT-X-coordinate(LINE-to(l))
Y2 - POINT-Y-coordinate (LINE-to (1))

end spec LINE

4.2.5.5 LINE-SEQUENCE Specification Component spec LINE-SEQUENCE =

sorts: LINE-SEQUENCE

based on: REAL, BOOLEAN, POINT, NAT, LINE

operations:

/* Standard sequence operations for sequences of lines */
LINE-SEQUENCE-connected: LINE-SEQUENCE - BOOLEAN
LINE-SEQUENCE-overlap: LINE-SEQUENCE x LINE-SEQUENCE - BOOLEAN
LINE-SEQUENCE-intersect: LINE-SEQUENCE x LINE-SEQUENCE -• BOOLEAN
LINE-SEQUENCE-intersections: LINE-SEQUENCE x LINE-SEQUENCE- NAT

axioms:
I* Standard sequence operations for sequences of lines */
LINE-SEQUENCE-overlap(sl, s2 ) =

3 11, 12: LINE, 11 E s1 A 12 E 82) A LINE-overlap(li, 12)

LINE-SEQUENCE-intersect(sj, S2) =
3 11, 12: LINE, 11 E s, A 1-2 E s2 A LINE-intersect(s1, s2)

LINE-SEQUENCE-intersect ions (s 1, s2) =

F 1 if LINE-intersect(1l, 12) then 1 else 0
Ii E s3 I E 82

LINE-SEQUENCE-connected([I) = TRUE
LINE-SEQUENCE-connected([I]) = true
LINE-SEQUENCE-connected(prepend(ll, prepend(12, s))) =

LINE-to(lI) = LINE-from(I2) A LINE-SEQUENCE-connected(prepend(12, s))

end spec LINE-SEQUENCE

4.2.5.6 POINT Specification Component spec POINT -

sorts: POINT

based on: REAL

operations:

POINT-create: REAL x REAL -• POINT
POINT-X-coordinate: POIN7 -. REAL
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POINT-Y-coordinate: POINT -* REAL
POINT-distance: POINT X POINT -f REAL

axioms:
POINT-X-coordinate(POINT-create(a,b)) - a
POINT-Y-coordinate(POINT-create(a,b)) = b
POINT-distance (p1 ,P2) =

sqrt(sqr(POINT-X-coordinate(p 1 ) - POINT-X-coordinate(P 2 ))
+ sqr(POINT-Y-coordinate(pl) - POINT-Y-coordinate(P 2 )))

end spec POINT

4.3 A Theory of Composition Operations for Software Reuse

The Concise Oxford Dictionary defines composition as "the act of putting together", "formation",
or "construction". In software reuse, composition operations are used to put together two or more
software components to build new software components. Examples of composition include com-
bining the functionalities of different components, identifying the functionality of one component
that is not also provided by another component, or selecting functionality that is common to two
components.

Observe that composition of reusable components to obtain the desired software artifact is
not an easy task. The major problem is in verifying that the result of composition is indeed the
desired artifact. Even if the properties of reusable components are known in advance, it is usually
difficult to determine the properties of the software artifact produced by composition. This is
because composition operations are usually not defined to produce definite identifiable changes at
the semantic level. For software reuse to be more practical, we need to be able to easily determine
the properties of the result of composition. This requirement has the following implications:

"* We should have a repository of reusable components with known properties, and

"* We should have a collection of composition operations with known behaviors.

In this paper, we describe certain composition operations that can be used to compose algebraic
.specification components to produce software specifications with certain guaranteed properties. In
addition to illustrating the use of these operations to compose reusable components, we also show
how they can be used for reactive reusable component design. All the composition operations
described here have been fully implemented.

This paper is organized as follows. In the next section, we present a motivating example. The
example depicts the activities in a typical specification reuse scenario. In Section ??, we carefully
design four composition operations and ensure that they are defined uniquely. We present some
properties of these operations in Section ??. In Section ??, we discuss related work, and finally
present some directions for future research.

4.3.1 A Motivating Example

This example is based on the Improved Many on Many (IMOM) electronic combat decision aid,
version 4.0 [?]. IMOM gives electronic combat planners a quick, accurate way of portraying the
(ornbat scenario to aid in charting aircraft flight paths, determining aircraft, visibility to radar,
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Figure 4: FAZ is the forward azimuth angle and BAZ is the backward azimuth angle. Note that
FAZ and BAZ are not supplementary angles as the longitudes are not parallel lines.

radar jamming, and so on. We choose a small part of the IMOM system functionality for our
example.

One part of the IMOM functionality is the computation of forward and backward azimuths.
Forward and backward azimuths are the angles between the flight path of an aircraft and the
intersecting longitude lines at two given points on the aircraft's flight path. Forward azimuth
is the angle made by the longitude at the first given point with the direction of travel (between
the two latitude/longitude points) measured in a clockwise manner. Backward azimuth is the
same but measured at the second latitude/longitude point (see Figure ??). Azimuths (i.e., global
directions of travel) can be used to determine relationships between the aircraft's flight path and
the intersecting longitudes. These relationships are useful in finding geometric solutions to certain
other problems in the IMOM domain.

Another part of the IMOM functionality is the computation of the elevation of a place, which
is necessary for determining line of sight and terrain masking. The IMOM system uses a database
that stores the elevations of various points on the earth's surface indexed by the latitude and
longitude. Given the latitude and longitude of a place, the IMOM system either returns its
elevation, or the elevation of a nearest point in the database.

To compute azimuths and elevation at given points, the IMOM system needs to compute the
latitude and longitude of each of those points. The IMOM system computes the latitude/longitude
of a new terrain point using the known latitude/longitude of a nearby point, the angular distance
of the new point from the known point, and the angle made by the arc connecting the two points
with true north (see Figure ??).

The motivating example is a scenario based on a small part of the IMOM specification. We
focus on the specification of azimuths and elevation. We assume that we have two specification
components initially:

1. Azimuth-1. This component specifies the computation of azimuths. The computation of
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Figure 5: The latitude and longitude of the terrain point are computed using the location of
the known point, angular distance from the known point, and angle made by arc connecting the
points with true north.

azimuths depends on the earth's curvature at each of the two given locations. Since the
earth is not a perfect sphere, this component specifies the computation of earth's curvature
at each of the two points, and uses the exact curvature to specify azimuths. The two
points are specified relative to a known nearby location. This component also specifies the
computation of latitude and longitude of a given point.

2. Elevation-1. This component specifies the computation of the elevation at a given point.
If the point is in the database, its exact elevation is obtained. Otherwise, the average of the
elevations of its four nearest neighbors is used. The location of the point is again specified
relative to a known nearby location. This component also specifie- the computation of
latitude and longitude of a given point.

To construct the IMOM specification, we want a single component that calculates both the
azimuths and the elevation. We compose the two components, Azimuth-1 and Elevation-1.
to get a new component, Azim-Elev-2, that specifies computations of a1zimuths and c!evations.
and has a single copy of the latitude/longitude computation ( assuming that their computations
in the two components are the same). We call this operation join.

The latitude/longitude computation is needed in almost all parts of the IMOM system. We
create a reusable component specifying the latitude/longitude computation by extracting the
common parts of Azimuth-1 and Elevation-1 to get a component, lat-long-3. We call this
operation meet. Thus, we use the meet operation to create reusable components reactiimly.

In Azim-Elev-2, the determination of the earth's curvature at each point is computationally
expensive. Moreover, such accuracy is not needed in azimuth calculation. We, therefore, modify
the specification to assume that the earth's curvature is constant. This modification is performed
either manually or using evolution transformations [?, ?, ?]. The result is a new component
Azim-Elev-4.

For computing elevation at a point, it is sufficient to take its nearest neighbor's elevation
instead of the average of the elevations of its four nearest neighbors. Again, we make this change
in Azim-Elev-2 either manually or using evolution transformations to get Azim-Elev-5. Note
that the changes to Azim-Elev-2 to get Azim-Elev-4 and Azim-Elev-5 are performed in
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parallel.
Next, we want a component that uses the constant curvature assumlption for azimut', computa-

tion (as in Azim-Elev-4) and the nearest neighbor for elevation cornputation (as in Azim-Elev-5 ).
So we perform a merge operation on Azim-Elev-2, Azim-Elev-4, and Azim-Elev-5; tile
part of the specification in Azim-Elev-2 that is unchanged in the two modified components
is combined with the changed parts fromn the modified components (provided tih meanings of the
changed parts do not conflict) to get Azim-Elev-6.

We finally decide that the new azimuth calculation in Azim-Elev-4 and the new elevation cal-
culation in Azim-Elev-5 are important. We want to extract and store them as separate reusable
components. So we get a new azimuth component, Azimuth-7, by subtracting Azim-Elev-4 from
Elevation-1. We call this operation differcuec. Similarly, we ge a new elevation , -mtponent.
Elevation-8, by taking the difference of Azim-Elev-5 and Azimuth-1.

The colnl)lete specification evolution graph is shown in Figure ??.

4.3.2 The Composition Operations

In this section we will briefly look at the dtsi, , criteria, the design p)rocess, and the actual
definitions of the following conl)osition c,", iol,•:

"* Meet. rhe meet of two specification components is a comlponent that has inforniation

commoni to both the comlponents.

"* Difference. The difference of two specification comnponents (given in a specific order) is a
component that contains inforination in the first. specification coniponent that is not in tile
second specification coiponInt.

"* Join. Join takes two components and produces a third co(0pouent that has all the inform a-
tion from both tile conipoelents.

" Merge. Merge acts on three components: a base cornponent, ani(I two components that

have been evolved from the base component. The result of merge is a component that has
information con mmon to all three coniponents, along with the new or changed inforination ill
the two evolved cointponent'. Nc,:. that join is a. special case of merge, equivalent to merge
with an emnpty base coniponent.

As argued in tile introduction, we want operations whose behaviors are known: that is. oper-
ations whose application results in a definite change, and which guarantee certain properties of
the results they produce given inputs with certain properties.

We, therefore, have the following (]esign criteria:

"* The Composition operations should be analyzable for (letermining the semiantic changes they
produce; hence they should be forimal.

"* They should produce definite, p)redictable changes to guide their selection and ap)plicatiol,
and assist in vali(lation of comlponents produced.

"* With input coin poients that have certain properties (e.g., consistency). the operations
should guarantee certain properties of the result (including preservation of imiportalnt prop-
erties su(c as consistency).
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spec STACK
signature

sorts
stack, nat, boolean

operations
zero: - nat

succ: nat -- nat

error: - nat

true: - boolean

false: -- boolean

create: -f stack

push: stack, nat -- stack

pop: stack -p stack

top: stack -, nat;

isempty: stack - boolean;

constructors
zero, succ, true, false, create, push

axioms

pop(create) = create

pop(push(s, n)) = s

top(create) = error

top(push(s, n)) = n

isempty(create) = true

isempty(push(s, n)) = false

end

Figure 7: Stack specification.

In order to be able to describe the composition operations, we first present our simplified
specification language and its algebraic semantics. Then we define the four composition operations

and ensure that the definitions guarantee uniqueness.

4.3.2.1 Specification Language In the simplified specification language we have chosen for

this discussion, a specification is a theory consisting of a set of sorts, a set of operations, a set
of constructors, and a set of equational axioms [?]. The set of constructors is a subset of the set
of operations. We assume that the specifications are such that every ground term (i.e., a term
without any variables) can be rewritten using tile axioms of the specification to a term containing
only constructor symbols. The set of sorts, the set of constructors, and the set of operations are
together called the signalure of the specification.

Definition 3 .Specification. A specification SP consists of a pair < V, E > where

"* E =< S. F,C > is tile .signature of SP. S is the set of sorts, F is the set of operations,
and C _C F is the set of constructors;

"* E is the set of (q(ationalI axioms of SP. U

An example of a specification appears in Figure ??.
The specification language has an algebraic semantics. An algebra is a collection of sets and

a collection of functions on these sets. An algebraic model of a specification is defined as follows:
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Definition 4 Algebraic Model. Given a specification SP =< ,E > where E =< S,F,C >, a
model of SP consists of an algebra A =< As, FA > where

* As = {A, 1 s E S} is a collection of sets called the carrier sets of the algebra;

* FA = {fA I f E F} is a collection of functions of the algebra, such that if the rank of f is
s1 ,. ... ? S - s , then fA is a function from A, x ... x A,. to A,;

* A satisfies all the axioms in E.

For a more detailed description of alg ,braic semantics, including the meaning of satisfiability of
axioms, see Wirsing's paper [?].

Given a specification in this specification language there is a class of algebraic models for
the specification. If the specification satisfies certain conditions [?], there exists a distinguished
algebra. (up to isomorphism) in the class of algebraic models. This distinguished algebra, called
the initial algebra, has a unique homoniorphisni to each of the other algebraic models of the
specification. We restrict the discussion here to specifications that are guaranteed to have an
initial algebra. Henceforth in this proposal when we say the "meaning of a specification" we
mean its initial algebra.

Next we define the notion of a subreduct. We will use this notion in stating the properties of
most adapt operations.

Definition 5 Subreduct. A subreduct B of an algebra A is an algebra such that all carrier sets
in B are also carrier sets in A and all functions in B are also functions in A. U

We are now ready to define the four adapt operations mentioned earlier.

Definition 6 Mcef. Given specifications SI1P and SI 2 with meanings M1 and A12 respectively,
the meet of SPI and SP 2 is a specification SP with meaning Al such that.

"* M is isomorphic to a. subreduct of Ml;

"* M is isomorphic to a. subreduct of Ml2 ; and

"• If M' is any algebra that is isomorphic to a subreduct of M1 and a subreduct of M2, then
either

- a subreduct. of M is isomorphic to M', or

- M is not a subredluct of M'. U

Informally, the meet of two specifications SPI and SIP2 can be described as the specification
corresponding to the largest isolnorphic subreducts of the meanings All anid 42 of the two spec-
ifications. Meet, as defined above, is not unique because the set of subreducts of All that are
isomorphic to some suibreducts of M-2 ordered by the subreduct relation need not have a maximum
element. However, using the axiom of choice, we can show that this set of subreducts S does have
inarimal elements. Each mlaximal element of S can be considered to be the meaning of the meet
of the two given specifications.

As one of our (lesign ,riteria, is to define eachi composition operation uniquely, we can make the
meaning of meet unique by including only certain interesting subreducts in S. and by restricting

,1-2,9



the isomorphisms that are considered. These restrictions make S a complete lattice. As a complete
lattiro has a top element, S has a unique largest subreduct that is the meaning of the meet of the
two specifications.

The first restriction is to consider only a certain class of subreducts, called constructor sub-
reducts for inclusion in S.

Definition 7 Constructor Subreduct. Let A be the initial algebra (i.e., meaning) of a specification
5S). A subreduct B1 of A is called a constructor subreduct of A if for each carrier set B, in B
corresponding to some sort s in SP, all the functions fA in A corresponding to constructors f of
sort s in SP are also in B. 0

We restrict the isoinorphisins by specifying a partial mapping a between the signatures of the
two specifications. From a. requirements standpoint, the mapping a specifies the parts of the two
signatures that are intended to be the same. Thus, this mapping rules out frivolous matches, and
also ensures that if two subreducts are isoniorphic, there is a unique isomorphism between them.
The following definition formally defines the mapping a.

Definition 8 *Signaturc Morphism. A signature morphism a : •' -- S2 from signature El =<
s,, 'l~cl, > to signature '2 =< S2, F2 ,C > consists of a tuple < as,aj" > where

"* as' : Si S2 is a. function;

"* ap, : Fl "2 is a. function such that if the rank of fi E F1 is s ,....,., S and a,(f ) =f2

then the rank of f2 is au(s. ),. . . ,as(. ) -- as(s).

(T is a p)artial signature nmorph isin if either as, or aT, or both are partial functions. U

If for two signatures E, and '2, the signature morplhism in : !Zl - E2 is the canonical
en)e(meding that takes each sort, or function symbol in vl to the salne sort or fimuction symbol in

Y2, then in is called the inclusion signature mnorphism.
If a : Nl - ý,2 is a. partial signature morphism, then the set of symbols of 12 for which aT is

defined is called the douain, of a. '[he set of symbols of L2 which are the iniages of some symlbols
in El is called the codomain of a.

Using this definlitioni of the partial signature morphism a, we can formally define the restricted
isomori)hisnms between suI)re(lucts as follows:

Definition 9 a-Isonzorphism. Let- a :T -- 2 be a one-to-one p)artial signature niorphism,
where EI =< Si, IXIC! > anid N2 =< S2, "2 , (2 > are the signatures of specifications ,SP1
and SI2, rcsf)ectivelvy. Let A and B be the initial models of SP, and S1 2 , respectively. Then
ami isoimorphisni h : A' - B', where V and B' are subreducts of A and B respectively, is a
a- isomorphi.zu if the followiig conlitions hohl:

* if h miaps fihe carrier set T' in A1' correslpon(ling to the sort s. E S1 to the carrier set 11'
in B' correspondhiig to tlive soilt .2 E S2, t hen a must nilap .S to .42;

* if h illaps the fiiic lionl f.f,, in .,A' corresponding to the op)eratiion fl E 'tm to hlie function

f2I, il 1' correspoi(l i g to lie opef)iratiom f 2 E 1'2', t. hen a ImIust ma) fj to f2.

If h : A' • 'I is a a -isoiiorplhisin. then A' and( 11' are said to be a - ISoIorphi . U
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If SlP1 and SP 2 are two specifications whose meanings are a-isomorphic, then we say that SPI
and SP 2 themselves are a-isomorphic and we denote this by SP 1 "_o SP2.

Applying the above definition of a-isomorphisms to constructor subreducts of the meanings
of two specifications, we can prove the following theorem:

Theorem 1 Given two specifications SPI =< S1, El > and SP2 =< E2, E2 > and a one-to-
one partial signature morphism a from V1 to E2, the collection of constructor subreducts of SP1
that are a-isomorphic to some constructor subreducts of SP2 form a complete lattice under the
subreduct ordering.

Proof sketch. If h : A' -* B' is a a-isomorphism between constructor s11breducts A' and B', then
h is unique. This can be proved by considering terms, and using induction on the depth of terms.

Let P be the set of all constructor subreducts of SPF such that each of them is isomorphic to
some constructor subreduct of SP.2. In order to prove that P is a comnplete lattice it is enough to
show that it is non-empty, that, it has a, bottom element, and that every subset of it has a least
tipper bound [?].

P is clearly non-empty as the empty constructor subreduct is in it and is isomorphic to the
empty constructor subreduct of SP 2. The empty constructor subreduct is also the bottom element
of p 2

For any subset Q CP , the union of all constructor algebras contained in Q is the least
upperbound of Q. This can be proved by showing that the a-isomorphisms for all the constructor
subreducts in Q can be put together to get a a-isomorphism for the union of all constructor
subreducts in Q, which is thus a member of P.
End of proof sketch. U

Hlenceforth we denote this lattice 7- of subreducts of S[I with respect to a : !x - E2 as
1£(SP1 , SP 2 , a ).

Now we can modify our earlier definition of meet so that meet is unique up to isomorphisni.

Definition 10 Meet. Let SPI =< El, El > and SP 2 =< '2, E2 > be specifications with mean-
ings Ml and M-2 respectively and a be a signature morphism from E1 to '2. The meet of SPI and
SP2 (denoted SlP A 5,` 2 ) with respect to a is a specification SP =< E, E > where the mean-
hig of SP, M, is isomorphic to the top element of L(SPI. S'P2.a) and there exists an inclusion
signature nmorphism in : ' - Y1. 0

At this point, we make two fur-ther simplifying assumptions to limit the scope of tihis dis-
cussion. These assumptions allow us to talk about the results of the operations of the theory
without worrying about the -ignature niorpihismns involved. Our firist assumil)tion is that the par-
tial signature morphism a is restricted to the symbols that are common to the two signatures.
that is,

domain(a) = ran .c(a) = E, n -2 (1)

Siuch a sign atire mor1ph isim is called a namn. signatur( moorphism. With this assumption. we will
denole the meet of two specificaliois ,P 1 and 5P 2 by .S51" A S.P'2.

Our second assumltiou is that the two given specificationls are total a r-isomorphic as defined

below:

2Note that, we did not dhefine algebras to have a noln-empltY collection of carrier sets
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Definition 11 Total a-Isormorphism. Let a : E, - E2 be a one-to-one partial signature mor-
phism, where El =< 5S1,F 1 ,C, > and E2 =< S2, F2 , C 2 > are the signatures of specifications
SFi and SP2, respectively. Let A and B be the initial models of S 1P and SP 2 , respectively. Then
SP1 and St 2 are total a-isomorphic if there exists an isomorphism h : A' -, B', where A' and
B' are subreducts of A and B respectively, such that

"* h is a a-isomorphism;

"* if a maps sort sl in S to sort S2 in S 2 , then the carrier set corresponding to s, is in A' and
the carrier set corresponding to 82 is in B';

"* if a maps the operation fi in F, to the operation f2 in F 2 , then the function corresponding
to fl is in A' and the function corresponding to f 2 is in B'. M

In the rest of the (liscussion, we will only consider specifications that are total o-isomorphic
with respect to their name signature niorphisins. For total a-isomorphic specifications .PI =<

E, E1 > and SP 2 =< V2, E2 >, tile signature of their meet SPF A SP 2 is E l n-2.
Using the definition of meet and the assumptions stated above, we can now uniquely define two

other composition operations, difference and join. The difference b)etween two specifications,
SP1 and SFP,, is the same as the difference between the first specification and the meet of the
two specifications. Intuitively we can obtain the difference SP 3 thus: From the meaning of the
first specification, remove the part that is isomorphic to the meaning of the meet of the two
given specifications, and then pick the smallest constructor subreduct of the meaning of the first
specification that contains the remaining meaning. In general, the meet of SP 2 and SP 3 could
be non-empty because some sorts or operations of SP1 that are not in SP2 may depend on some
other sorts or operations that are common to both ,P 1 and SP2. To ensure that SP 3 has a
minimal meet. with ,SI2, its meaning must be the smallest a lgebra with all the above properties.
To show that this notion of (difference is uniquely defined, we will need the fact that the constructor
subreducts of this (difference form a complete lattice.

Theorem 2 et A! b( the ncaning of a specification SP, L be the lattice of constructor subirducts
of A' and A be a constructor subreduct of Al. The set of constructor subreducts of Al whose union
with A is A! itself forms a complcte lattice under the subrcduct ordcring.

Proof: Similar to the proof of Theorem ??. 0

We will use L(SP.I A) *o denmote the lattice stated in Theorem ??. We can now define
difference immiquel'y as follows:

Definition 12 lfiffu'eac. Let SPI =< E£1, > and SF2 =< ý2, E,2 > be specifications with
invaii ings M, amid A[2 , respect ively. let SP. and SP 2 be total a-isomorphic with respect to the
name signature mnorplhismn a (Tbetwee their signatures. Let SP. =< :Ž. E:3 >, with meaning A! 3 .
be the meet of S,'l and ,1S 2. ih1(11 the difference between *S1PI anl(l SP2 ( (leniot e(l SIC)0 P2 ) is
a specification SP =< E, E > with imeamii ng Al such that Al is isomorphic to the bottom elef(Iilei
of C(,SP'I, .11:) and there exists an ichlision signature morplhism in : ] -1. a

The joinm of two specifications SP' and SP 2 is a, specificatiou with all of SPI and S.P2 . but
with only one copy of Ilhe m'el of S.Pl and SP 2.
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Definition 13 Join. Let SP 1 =< El, E1 > and SP2 =< E2, E2 > be total a-isomorphic specifi-
cations with meanings M1 and M2 respectively, and let a be the name signature morphism from

I to %2. Let SP 3 , with meaning M3, be the meet of SP1 and SP2 . Then the join of SPI and
SP 2 (denoted SPa V SP2) is a specification SP with meaning M such that M = M' V M" with V
denoting the union of algebras and where

"* M' is isomorphic to MI;

"* M" is isomorphic to M2 ; and

"• M' A M" is isomorphic to A13 .

Furthermore, there exist inclusion signature morphisms in1 : E1 -• E and in2 : N2-+ E, and the

signature of SP is E = El V E2. 0

Without the total a-isomorphism assumption, join is a partial operation because two sorts or
operations in SP1 and SP.2 that are intended to be isomorphic (via a) may not be isomorphic.
Note that the result of the join operation is uniquely defined because of the unique result of the

meet operation.
We can now define the merge operation. Merge is a partial operation that takes three speci-

fications, SPI, SP2 , and SP3 , and merges them to produce a new specification SP4. SP1 is the
base specification; SP 2 and SP 3 are specifications that are obtained by modifying SP 1. SP4, if
define(], contains the following sorts and operations:

"* all the sorts and operations in SP1 left unchanged in SP2 and SP:i;

"* all the sorts and operations in SP 2 that are either new or changed as compared to SPI1 ;

"* all the sorts and operations in SP 3 that are either new or changed as compared to SP1 .

Definition 14 Merge. The merge of of three specifications, SPI, SP 2, and SP3 , if defined, is
SP = (SPI2 A SP.3 ) V ((SP3(Q SPP) V (SP 2Q SPI))

If we did not have the assumption about total a-isomorphisms, merge would be a partial

operation. Without total ar-isomorphisms, the various joins in the definition of merge may not be

defined. The uniqueness of merge is guaranteed by the uniqueness of A, V, and (D .
Some properties of the three composition operations defined above are presented in the next

section.

4.3.3 Properties of the Composition Operations

To provide guidance in the use of the composition operations defined in the l)revious section, we
need to know how they interact. In this section, we study their various prol)erties. We again
assume all specifications to be total a-isomorphic where a is the name-isonmorphism.

1. (Commutativity) 5'1) A S' 2  5 S'P2 A 5P1
Since .51) and S' 2̀ are total a-isomorphic, .512 and 51'P are also total a-isomorphic. There-
fore, C(S I), SP12, a) is isomorphic to Q(SI' 2 , S 'l, a-') because each element of the former
lattice, being a constructor subreduct of S)'1 and SP2 , is also in the latter lattice. and vice
versa.
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2. (Commutativity) SP1 V SP 2 - SP 2 V SPI
This follows directly from the definition of union of algebras and commutativity of A.

3. (Idempotency) SP A SP - SP
The top element of C(SP, SP, a) is the meaning of SP itself because a is a total signature
morphism, and the meaning of SP is a constructor subreduct of itself.

4. (Idempotency) SP V SP '• SP
This follows from the fact that the union operation on algebras is idempotent.

5. (Associativity) (SP 1 A SP2) A SP3 - SP1 A (SP2 A SP3 )

Let SPF denote the l.h.s. and SPr denote the r.h.s. of this equation. Let x be an element
(i.e., carrier set or function) of the meaning of SPI. Therefore, it is isomorphic to some
element y of the meaning of SP1 A SP 2 as well as to some element z in the meaning of
SP3 . Therefore, x is isomorphic to some element in the meaning of all three specifications.
Therefore it belongs to the meaning of SP,.. Therefore, the meaning of SPF is a subreduct
of the meaning of SP,.. Similarly, it can be shown that the meaning of SF1 is a subreduct
of the meaning of SPi. Therefore, SPF and SF,• are isomorphic.

6. (associativity) (SF V S112) V SP.3 "• SP1 V (SP 2 V SP3 )

Let SPI denote the l.h.s. and S•r denote the r.h.s. of this equation. Let x be an element
(i.e., carrier set or function) of the meaning of SPI. Therefore it belongs to the meaning
of either SP 3 or SF1 V SP 2. Suppose it belongs to SP:3. Therefore, it also belongs to the
meaning of SP 2 V SP3 and hence to the meaning of SFP,. Similarly, we can show that
elements belonging to the meanings of SPI or S1 2 also belong to the meaning of SPF.
Therefore, meaning of S'P is a subreduct of the meaning of 5F,'. Similarly, it can be shown
that the meaning of S,P is a subreduct of the meaning of SPF. Therefore, SPI and SPr are
isomorphic.

7. (Distributivity) SFI A (SP 2 V SP3 ) • (SP1 A 5P 2) V (SF1 A SP3)
Let SPF denote tile 1.h.s. and SP, denote the r.h.s. of this equation. Let x be an element
(i.e., carrier set or function) of the meaning of SPF. Therefore it belongs to the meaning
of SPI as well as SP2 V SPF. Therefore, it also belongs to the meaning of either SP 2 or
SF3 . Suppose it belongs to the meaning of SP 2 . Therefore, it belongs to the meaning of
SPF A S!P2, and hence to the meaning of SPr. Similarly, we can show that x belongs to tile
meaning of 5 F,- if it belongs to the meaning of SP 3.Therefore. SPF is a subredluct of the
meaning of S.1r. On hie other hand, if x belongs to the mleaning of SP,.. then it belongs to
to the ineaning of either SPI A SP 2 or .FPI A S'11. If it. belongs to the imeaning of S', A PS/2 1

then it also belongs to the imeanings of both ,SF, as well as SF2 , and hence to the lieaning of

SFI. Similarly, if it, belongs to SPI A ,SP.3 , then it, belongs to the meaning of SPF. Therefore.
the meaning of SF,- is ai sui)re(llct of the ineaning of S F,. Therefore. S PI and SF,- are
isomorlphic.

8. (l)istributivity) SFI V (SP2 A S'j) 2 (SPI V S"t2) A (5J)' V S1O)
Let ,S'PF denote the 1Ih.s. awl ,1(1 Flenote the r.h.s. of hlis equation. 13,e x be all elemlen
(i.e., carrier set. or fuinction) of tile ineaning of SPF. Therefore it belongs to hle imeaning of
S F, or ,SP2 A S /j. If it belongs to t le ilmean ing of SF, , it also l)elongs t o the ineani ngs of
SPF V SP 2 and SPF V SI3. Oni the other hand, if x helongs to the ineaning of both .Sl2
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and SP3, then again it belongs to the meaning of SP,. Therefore, meaning of SPI is a
subreduct of the meaning of SPr. On the other hand, if x belongs to SP, then it belongs
to to the meanings of both SP1 V SP2 and SPI V SP3. If it belongs to the meaning of SP1,
then it also belongs to the meaning of SPF. On the other hand, if it does not belong to the
meaning of SP1 , then it must belong to the meanings of both SP 2 and SP 3, and hence to
the meaning of SPI. Therefore, the meaning of SP, is a subreduct of the meaning of SPF.
Therefore, SPI and SP, are isomorphic.

9. SPQSP LI
Since SP A SP is SP itself, the smallest subreduct of SP such that its join with SP A SP
is SP itself is the bottom element.

4.3.4 Related Work

Horowitz, Prins, and Reps [?] discuss one operation for composing programs. This operation
helps integrate three programs: a base program and two variants of the base program. The result
of integration contains the information in the base program together with the information in the
variants that has change(] from the base. During integration of changed information from the
variants it is ensured that they do not conflict. We adapt this operation to get merge that works
on software specifications, and add three more compose operations, meet, join, and difference.
Meet combines the information in two components into one after ensuring that the information
does not conflict (thus meet is a special case of merge wherein the base component is empty).
Join extracts the information common to two specification components, and difference selects
information present in the first component but not in the second.

In the survey on algebraic semantics for specifications, Wirsing 1?] discusses work on speci-
fication building operations. While the operations discussed there are designed at the semantic
level, the only operation that resembles any of our composition operations is the union operation.
This operation assumes that the symbols used in the two input components to be identical and
produces a. component containing information (i.e., axioms) present in either of the input com-
ponents. Our goal iii designing the join operation was for it to be more useful in practice; when
performing the join of two components, it would help the specification developer to know if there
is any conflict between the two.

Feather and Johnson [?, ?. ?] discuss evolution transformations (ETs): transformations that
produce stereotypical changes in the specifications they are applied to. Most of the ETs are adap-
tation operations, helping inl modifying the information contained ill a component. Feather [?. ?]
discusses how two components can be inerged by using the sequences of evolution transformations
that l)roduced these components. While we agree that this is a good approach to use ultimately.
we currently do not have adaptatioi operations that have been designed at the semantic level
to produce specific changes in the properties of components. Furthermore. in practice, there are
always manual changes performed together with the application of ETs to produce a desired soft-
ware component. So there is a need for composition operations that, do not rely solely on ET
histories.

4.3.5 Conclusion

Ill this paper, we have preseiited fouirm operatlions - meet, joilm, difference. and l merge - for coin-
posfig formal software specifications. These operations work al. the seniant ic level and guaranmte
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certain properties of the result produced. The operations help in building new validated, reusable
specification components, and also help in detecting any conflicts that may exist among the com-
ponents being composed.

We know from our experience in implementing these operations that the ideas here can be
extended to compose reusable components of software code written in functional languages. We
need to investigate changes needed to make the operations useful for composing other forms of
reusable components such as software designs or reusable components of code written in imperative
or object-oriented languages. We also need to analyze the operations we have for completeness
and design new operations if necessary.

We also need to design formal operations for adapting properties of individual specifications
components. Then the interactions between various adapt and compose operations can be ana-
lyzed to determine properties that can be used to guide in specification reuse and development.

4.4 Implementation of Composition Operations

4.4.1 Design of Implementation Operations

In this section, we will briefly look at the design criteria, the design process, and the actual
definitions of the following composition operations:

* Meet. The meet of two specification components is a component that has information
common to both the components.

* Difference. The difference of two specification components (given in a specific order) is a
component that contains information in the first specification component that is not in the
second specification component.

* Merge. The merge operation is applied to three components: a base component, and two
components that have been produced by modifying the base component. The result of merge
is a component that has information common to all three components, along with the new
or changed information in the two evolved components.

* Join. The join of two components is a component that has all the information from both
the components. This is a special case of merge, equivalent to merge with an empty base
component.

4.4.1.1 Design Criteria As argued in the introduction, we want ol)erations whose behaviors
are known: that is, operations whose application results in a definite change. and that guarantee
certain properties of the results they produce given inputs with certain t)rol)ertie?.

We, therefore, have the following design criteria:

"* The composition operations should be analyzable for determining t lie seinantic changes they
produce; hence they should be formal.

"* They should produce definite, predictable changes to assist in the validation of their results.

" With input components that have certain properties (e.g., consistency), the operations
should guarantee certain properties of the result (including preservation of important prop-
erties such as consistency).

4-36



A B

h

n e their behav o using o ageb os .. e.matc. o asu l s

eaional. F:Tor conceptal clarty, we h4ave attempsted ton presentethegideasiinformallybytreducing
ma wthemtica noteation. The innotherese reader ceanfind deailted proofes winh [h?].aton

4.4.1.2. Meesin lthi setiow icshe meetg of twoespcifiationopnts, SmeendtP, difenoted byge

ofd then mani nglz ofSPha ell asehatiof using Mogereov eraweiwantte sume anin pcficSPon to beth

soqtatSionl doesn conetuain caniy, inforatio tatteistnoto rsn hd infbohrmaladlSy Its meancing m
beathelarstischl oalgn.Tebr sonthaete S ead cntains everthingd c romofin to ] SP n!itake the common subreducts of the meanings of Sroe a e with the seaduc relato as the

pargetia oreinumogths algebras, henn we do nost neessasurilyugt af atie. Thuins, there1mayd be

sevtera mutallys incohpagerable mhaximal subneducs inerthisg collcton. ForSP eampend Figure -
i nfoAtandBareetye meandeings of the ,i ntuiue ie specification components SP? n i 2 epetvlte w

maxnda iPthersectins bexist.eThe mieaning opfitone possbemxmalnnt intersetio ofi th? aefndtion. Isw
3take iseachmo spbeifcatinhs an algebr masnitgs ofsemantis An2 alge thsbraeisacolle tion ofstatgte wtheFi suredu:tTwo anial is af A and B lgebraxnisti of the sets and No nasset of the fntions

s2h with teac operiiation fland anoatgera whse mtemantis ng hastebr twes wit thleto op erti ogehe f-2.

4.4.1.2n Dntesige nti se ctionrwenstanue, the de fntrnmersigo the opertion tcs metoifentrenceumerge,an

fundctions rae uh , andanlz theirgh behvo usin algebraic semantics' We assm allc specifications.ob

in N. Of course, for each function in t, its domain and range sets should also be included in Me.
5 We use the subreduct relation for ordering algebras.

,1-37



an algebra consisting of sets s, and s2 with the function fl. The map h shown in the figure maps
the elements of the sets to make fi compatible in the two algebras. But the same map makes f 2
incompatible.

If we change the map h to another map h/ (not shown in the figure) that maps element a
in A to b in B and b in A to a in B, then we get another maximal intersection consisting of
sets s1 and S2, and function f2. Clearly, this map makes the function fl froom the two algebras
incompatible.

Thus, the definition of meet violates our design criterion that the composition operations
should produce definite changes. We, therefore, must further constrain the definition of meet.

In Figure ??, if we allow only the map h between the algebras (and exclude hi or any other
map), then we will have only one maximal algebra consisting of the two sets and the function fl.
This is precisely the restriction we impose.

Each of our specifications has a set of specially designated operations called constructors. We
assume that the specifications are such that every ground term (i.e., a term without any variables)
can be rewritten using the axioms of the specification to a term containing only constructor
symbols. In other words, tihe specification is sufficiently complete [?, ?]. We now redefine the
meet of two specifications to be a specification whose meaning is the largest constructor subreduct'
of the meanings of the two given specifications. We also provide a partial map, a, between the
signatures (sorts and operations) of SPt and SP2 to specify l)arts of the two specification that are
intended to be the same (from a requirements perspective). This map rules out frivolous matches,
and it can be proved that the common constructor subreducts of SP'S and SP.2 now form a lattice
with a unique maximum subreduct (up to isomorphism). The map, h, between the meanings of
the specifications is derived from aT. In Figure ??, if we assume that f1 is a constructor, then we
get a unique meet: an algebra consisting of the sets S, and .52. and the function fl. In tle rest
of this section, we assume that the partial maps, a, providing a correspondence between various
specifications under considleration are given by the user

The operation meet as defined above has the properties we desire. If the specifications SP1 and
SP 2 are internally consistent and sufficiently complete, then SP•3 has these properties, too. SP 3
is consistent because we take constructor subreducts, and SP3'I does not have anything that was
not already in SPt and SP2. .S'I is sufficiently complete because we take constructor subreducts.

4.4.1.2.2 Join Given two specifications SP1 and SP2, the join of SPA and lS P2, denoted
by SP1 V SP2 , is a specification coml)onent SP 3 such that the meanings of SPI and SP 2 are
constructor subreducts of the meaning of SP3. Moreover, the meaning of SP 3 is the smallest such
algebra. The meanings of SP] and SP2 must be subreducts of the meaning of SP 3 so that SPj'
contains everything in SPI and SP2. It, must be the the smallest such algebra so that it does not
contain any information that is not in either SPI or SP2.

.Join is a partial operation. Given two specification components and a map between their
signatures, we may not be able to produce a join if there is a conflict. A conflict is said to occur
when two sorts or operations that are intended to be semantically equivalent (according to the

('An algebra a is a constructor subreduct of the algebra /I if a is a subreduct. of 13, and if for every carrier set in
c, all the functions in d3 corresponding to the constructors of the sortr correspon(ling to that carrier set. are also in
(-.

7Actually, in our implenentation, we construct a default map bet weeln spcification conuponenlts to map sorts
and operations in one specification comnponent to sorts and operations with the same name in the other specification
component. The user can always override the default.
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specified map) are not equivalent. If there is no such conflict, then the join operation should
combine one copy of the common parts of the two specifications with the unique parts in the two
specifications. Thus, we can construct the algebra corresponding to the result of join by taking

the carrier sets and functions that are common to the meanings of the given specifications along
with the sets and functions that are unique to the meanings of each of the two given specifications.

Join, as defined above, results in a unique specification because, as in meet, we only take

constructor subreducts. Join preserves consistency since the result of join is defined only when

there is no conflict between the two specifications. Join also preserves sufficient completeness as

in the result of join (if it is defined), all the constructors of each sort exist in either both the given

specifications, or in exactly one given specification.

4.4.1.2.3 Difference Given two specification components SP1 and SP2 , the difference

between them, denoted by SPF 0 SPF2 , is a specification component SP3 whose meaning is an
algebra that is the smallest constructor subreduct of the meaning of SP1 such that its join with

SPF A SP 2 is SI 1 itself. The meaning of SP 3 must be a subreduct of SP 1 so that SP-, does not
contain any information that is not in SPF. The join of SP3 and SP 1 A SP 2 must be SP1 so that

SP 3 contains all the information in SP 1 that is not also in SP 2 . In general, the meet of SP2 and
SP 3 could be non-emnpty because some sorts or operations of SP1 that are not in SP 2 may depend
on some other sorts or operations that are common to both SP1 and SP2 . To ensure that SP3

has a minimal intersection with SP 2, its meaning must be the smallest algebra with all the above

properties.
The uniqueness of the definition of difference is guaranteed by the uniqueness of meet and join.

We first find the unique meet of SFt and SP 2 , and then find the smallest constructor subreduct
of the meaning of SFP such that its join with SP1 A SP 2 is SP1 . It can be proved that a smallest
such algebra. always exists.

L)ifference preserves sufficient completeness as the meaning of the result of difference is a

constructor sul)reduct of the meaning of SP 1 . Difference also preserves consistency as we only
remove some p)arts from the equational specification SP1 , which is known to be consistent.

4.4.1.2.4 Merge Merge is a partial operation that takes three specifications, SF 1 , Sf 2 ,

an(l SPJ3, and irerges them to produce a new specification SP4 . SP1 is the base specification;
SPF2 and SI3 are specifications that are obtained by modifying SF 1 . SP 4 , if defined, contains the
following sorts and operations:

"* all the sorts and operations in SPI left unchanged in SP2 and SP-3;

"* all the sorts and operations in SP 2 tha.t are either new or changed as compared to SPF;

"* all the sorts and operations in SP3 that are either new or changed as compared to SP1 .

"rhe result of merge is not defined if the three specifications interfere with one another. SPI,
SP2, and SPl can interfere with one another in the following ways:

1. If somie sort or operation in SPI is changed differently in both Sf 2 and SP3.

2. If there are some seniantically inequivalent sorts or op)erations in SP.2 and SP. that do not
correspond to anything in SPI (by the partial maps provided between SP1 and SP 2 , and
SF1 an(l SF,') but tihat should corresl)ond according to another map ptrovided between SP2
and SPt4.
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function ComputeDellat, (azimuthl : angle,, disti : anglel) angle, =
acos(cos(distl) / cos(ComputeDelloni (disti, azimuth 1 )))

function ComputeDellat 2 (. zimuth 2 : angle2 , dist 2 : angle2 ) angle2 =

acos(cos(dist 2 ) / cos (ComputeDellon 2 (dist 2, azimuth 2 )))
function Compute Dellon2 (dist : angle 2 , azimuth : angle2 ) angle2 =

asin(sin(dist) * sin(azimuth))

function Compute Delloni (dist : angle,, azimuth : angle,) angle, =
asin(sin(dist) * sin(azimuth))

Figure 9: ComputcDellat, and Cor puteDellat2 are equivalent if angle, and angle2 are equivalent

3. If there are new sorts or operations in SP 3 whose meaning depends on the meaning of a

sort )r operation (p) that has remained unchanged from SPI, but the meaning of the sort
or operation corresponding to p has changed in SP 2 (py). Because pi should be carried over
to the result of merge (as it has changed fromi SP1 ) and p should not the new sorts or
operations in SP 3 depending on p cannot be carried over. A symmetric case occurs if the

new sorts or operations are in SP 2 .

The result of the merge operation is unique, and it preserves consistency and sufficient com-
pleteness.

4.4.2 Implementation

In this section, we describe our implementation of the composition operations. We have imple-
mented the operations in a functional specification language called Refine [?]. The operations act
on executable specification components that are also written in a subset of Refine. In this imple-
mentation, sorts are classes, constructors are functions, and non-constructors are either functions
or maps between classes.

To implement the composition operations, we first made a few simplifying assumptions. All the
operations described in the previous section depend on a notion of semantic equivalence between
algebras. But proving that two specifications have the same meaning is theoretically unsolvable.

So we use the syntactic equivalence in our implementation. We consider two sorts in any two given
specifications to be equivalent if their corresponding constructors (implemented as functions) are
equivalent. Any two functions, f, and f2, are equivalent if they have the same arguments and
results, their bodies are syntactically equivalent, and any other sorts ai,,n functions that f, and f 2

depend on are also equivalent. For example, the functions ComrputeDellatl and ConivutcDellat 2

in Figure ?? are equivalent if the sorts angle, and angle2 are equivalent.

Our cu.-rent notion of equivalence is conservative, but it is sound; if our algorithms determine
two specifications to be equivalent using our notion of equivalence, then the specifications can be
proved to be semantically equivalent. On the other hand, there will be cases where specifications
that are semantically equivalent will not be identified as equivalent by our algorithms.

Since equivalence of sorts depends on the equivalence of their constructors, and the equivalence
of operations depends on the equivalence of the sorts and other operations that they depend on,

constructing and matching dependency graphs is at the core of each of our composition operations.
In the next few sections, we will first describe the algorithms for constructing and matching
dependency graphs, and then describe how they are used in implementing each composition

operation.
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ComputeDellat
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Figure 10: The function ComputcDellat, depends on the sort anglei and the function
ComputeDellont.

4.4.2.1 Construction of Dependency Graphs A sort s in a specification is represented
by a carrier set in the meaning of the specification. s depends on each of its constructors because
changing the definition of any of its constructors may result in changing the elements of the
carrier set corresponding to s in the meaning of the specification. An operation, on the other
hand, is represented by a function in the algebra, and hence is dependent upon each sort in its
rank (i.e., its input sorts and its output sort). In addition, changing the definition of an operation
foo in the specification may result in changing the semantics of all other operations bar that
depc,-1d on foo. Each operation, therefore, also depends on other operations used in its definition.
Tli, dependency graph for the function ComputeDellat, - defined in Figure ?? is shown in
Fi,,itre ??.

The algorithm for constructing the dependency graph is as follows 8 . For each sort and each
operation in the specification, we add a node to the dependency graph. We add edges from the
nodes corresponding to the constructors of each sort to the node corresponding to the sort that
they, construct. We then add edges from the nodes corresponding to the input and output sorts
of each operation to the operation node. Finally, if an operation foo uses another operation bar
in its definition, we add an edge from tile node for bar to the node for foo.

4.4.2.2 Matching Dependency Graphs To determine the parts of the sl)ecifications that
are equivalent, we match the dependency graphs. Matching helps us distinguish parts of two
specifications that are equivalent from the parts of the specifications that may not be equivalent.
We use a not,,, coloring ..Theme to make this distinction. We also use node colors to distinguish
nodes that are already pr)cessed from nodes yet to be processed. To match two dependency
graphs, all nodes of both the graphs are first colored blue (blue indicates nodes that. have not
yet been processc(l). From the user-supplied map betwevin the sorts and operations of the twu
sl)ecifications, we obtain a set. of pairs of nodes that should be compared against each other9 . We
then examine each pair of blue nodes in this set to see if the corresponding sorts c: operations are
identical. For pair. of sort nodes, we check if their constructors can be paired up one-to-one for
matching. !f they do, then we color the two sort nodes amber. and add the pairs of constructo!

8 Act.vnily, our specifications allow hidden sorts an(l hidden operations using an .nport/export mechanism. This
adds further complexity to the algorithms, which we have omitteed for conceptual clarity.

9Without this set, matching re(Ities to a suhgraph isomorphism prohl•ln, which is N P-,nomplet.. Moreover. the
match found using :,ubgraph isonilmphism may not be the match the user intended.
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nodes to the set of node pairs to be processed, if they are not already there. A pair of amber nodes
represent. conditionally equivalent sorts or operations: they are equivalent if all the other sorts
and operations that these nodes depend on are also equivalent. If the two nodes do not match,
then we color tlhemnI red, and follow their dependency edges in the graphs to color all the nodes
that depend on these nodes red, as well. The color red represents possible mismatch. All the
dependent nodes of any red nodes (i.e., nodes that ca:" be reached from the red nodes by following
the edges of tihe graph) are also colored red, since a mismatch among a node pair's dependents
call result in a mismatch between the dlepenlding nodes, too.

For node pairs corresponding to the operations of the specifications, we check if they have
similar ranks, and if their bodies are identical (except for use of other operation symbols in the
body). If they are similar, we color both the operation nodes amber, and add any new pairs of
sort or olperation nodes from either the ranks or the body of the origiiial operations to the set of
node pairs to be processed. If we find a mismatch, we color those nodes red along with all the
other nodes that can be reached from these operation nodes.

Li iiallv, wh le 1 here are no more unexamined (i.e., blue) node pairs in the set of node pairs to
be processed. the mal'chiig lprocess terminates. At termination, there may still be some amber
niodes il lhe two gralphs in addition to the unnmatched blue., matched green. an(l mismatched red
io1des. T he prese(ice of a miber noldes at this stage indicates cyclic dependencies among these nodes.
Si iice the amlber nodes are condilionally equivalent, and they do not depend on any mismatched
lnodes, we finally color them green. At this point, the green nodes of the two graphs represent
sorts or operatiolis of Ihe specilications that are semantically equivalent, the red nodles indticate
sorts or operatioiis tlhat may not be semantically equivalent. ail(l tit(h blue nodes of each graph
represent sorls anid operations that do not have a counterpart in the other speci'fication.

We car ill uist rate the graph iiatchiiig process with the following example. Suippose that the
fmiction ('omlptn I)t 10la2 in Figure ?? is defined as follows:

function (Comiull)D 110t,,1 (a:z i tulh., : aiiglc , dislf : ang.le) : angle =

asin(sin(di.st,) / cos((C'opimtu DDl1oi,.,(dis12 , azinmtih-,) ) )
If we t rv to match tlhis new ('ompu/ IDHlo121 function with the original ('ow put/D llat

fuhictio>n from, Figure ?? and match ('opUtc/DHlion1 with ('oMIpu/cD'lion2 , the fuinc]tions
('oClmpfpu Dl Ilon and ('oipu/t De 11o1. 2 would match (assuming that the sorts anle1 a an(l ag111,2
whose definitions Ilave not beien shown iiin the figure match). but the fiuctions ComJut(l) Ilat,

allid ('oiopul/ l)Dilal.' would( not matli'h. The resulting colored graphs are shown in liigure ??. If
lihe spcification comliaim, ing (omiput/( Dcllat/t had another function foo that did not correspond
to a nv fuinctiou iill ie specificatiou colital ilig (om, putCDellat'2' lhen tlihe node for foo would be
colored blue.

4.4.2.3 The Composition Operations The composit iom operatiois use dependency graph
coslltructiol annd nmat ch algori hIiins to <detl''ct similarilies and differences between specifications.
a li(d to (letP(, it 10ilit ial coniflicts ill Ihlie case of joii alld merge. Tllev theu create new depen-
do]mcy gralphs corre,•pomldilt 11)14 lh sl,,cificaltio, of lhe result of these operations. The resulting

specificat ion cali be reconlst lruted e-asily from this d(peJimileicy graph. We will not discuss the
recoll"t I'll(. it lt )1"(e(5" ill his paper.

4.4.2.3.1 Meet k;(i t'u WI ý) sl)ecificaI ioiis. we (olSlt -110 their dependency grajphs and iiuatch
lhmm. We 1hln idl,,nifY Ilh la rget iuhirap nlaimlimig oilY Ilhe green colored nodes and tile
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ComputeDellat ComputeDellat 2.

ComputeDellon, ComputeDellon 2

angle, angle 2

SMatched node

cIMismatched node

Figure 11: The dependency graphs of ComputeDellat, and CornputcDellat2i are matched. angly/
is known to match with angle2. Therefore, ComputeDellon1 matches with Corn•pytuDellon2 .

edges between them firom one of the dependency graphs (either one will work, as the subgraphs
corresponding to thie green nodes and the edges between them in the two graphs are isomorphic).

This subgraph represents the semantic meet of the two input specifications.

4.4.2.3.2 Difference To determine the difference between two given specifications, we

create and match the dependency graphs for the specifications. After matching, the green nodes
in the two dependency graplhs indicate the common elements between the two specifications.
Therefore, to get the difference between the two specifications, we identify the largest subgraph
of the first graph containing nodes that are either red (denoting sorts and operations in one
specification that do not iiatch wit hi corresponding sorts and operations in tlhe other specification)
or blue (denoting sorts and operations in one specification that do not correspond to anything
in the other specification), along with the edges between theim. We then take the dependency
closure of thie nodes in this new subgraph. The nodes in the dependency closure represent sorts
and operations on which the sorts and operations in the red and black nodes depend. Dependency
closure is necessary, because the resulting specification would be incomplete without it.

4.4.2.3.3 Join The join of two specifications is a specification with information contained
in either of the two given specifications. To get the the join of the specifications, we first ensure
that there is no conflict between the two specifications. A conflict may exist if any corresponding
sorts or operations in the two specifications cannot be proven to be equivalenl. To determine
existence of conflict., we first create and match the dependenicy grapjhs of the two specifications.
The nmatchiing process colors correspondling nodes of tle graphs red if their corresponding sorts
or operations cannot be prov'ed to be seniaitically equiva•ient. l'en herefore. preseml c, of red node,
im tOle nmatclied graplis inmdicaltes possibility of conflict.

If there are no red nodes ii the two graphs after matching, -he new dependency graph corre-
sponding to tile joit is created by mnergimg Ilie two dependenc v graphi. I'lie graph merginmg process
nierges correspondiimg nodes if they are both green. Edges between nodes that are merged are
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also merged. The resulting graph contains exactly one copy of the green nodes in tile two original
graphs and the edges between them, along with the unmatched nodes and edges from both the
original graphs.

4.4.2.3.4 Merge 1he merge operation composes the base specification .5P, with its two
derivations SF2 and SP 3 (obtained by modifying SP1) to produce a new specification SP 4 . SP4
contains the parts of SP 1 that have not changed in both SP 2 and SP3 , and the new or changed
parts of SP.2 together with the new or changed parts of SP 3. Before we merge the specifications,
however, we must ensure that there is no conflict among the specifications.

To detect conflicts, we first create two copies of the dependency graph of each specification.
We then match the dependency graphs of SP1 against the dependency graphs of SP 2 and SP 3 ,
and the dependency graph of SP 2 against the dependency graph of SP 3. We then examine the
matched graphs to identify the three possible cases of conflict enumerated in Section ?? as follows:

1. If a node corresponding to some sort or operation is red in each of the matched graphs,
then the sort or operation may have changed differently in SP 2 and 5P 3. Since the result
of merge must contain all the changes, but can contain only one changed copy of a sort or
operation, we conclude that there may be conflict.

2. If a node corresponding to a sort or operation in SP 2 that has no corresponding sort or
operation in SF1 is red when matched against a corresponding sort or operation in SP3 ,
then the sort or operation in S1F2 and S't 3 may be new, but seniantically not equivalent.
Since the result of merge must contain all the new elements in SP 2 and SP3 , but can only
contain one copy of corresponding new parts, we conclude that there may be a conflict.

3. If there is a red node in the dependency graph of SP 2 when matched against the dependency
graph of SP3 such that the node does not have any corresponding node in SP3, then the
sort or operation corresponding to the red node is a new sort or operation in SP 2 that may
depend on sorts or operations unchanged in SP 2 that may have changed in SP93 . Since the
result of the merge must contain the new parts of StP2 along with the changed parts of SP 3 ,
we conclude that there may be a conflict. Similarly, the presence of unmatched red nodes
in the graph of SP 3 indicates the possibility of conflict.

After we ensure that there is no possibility of conflict, the graphs of SPI, SP.2, and SP 3 call
be merged. The process of merging consists of the following steps:

1. Take the graph of the meet of SP 2 and SP 3. This will represent the specification that
contains the l)arts in SP 2 and SP 3 that have not changed from SP 1 , and the new parts
in SI 2 and 5P 3 that corresl)ond (i.e., they are intended to be the same by the user) and
match.

2. Collect all tile non-green nodes of the dependency graph of 513 from its match with the
graplh of S'I 2 . The green nodes of this matched graph are already present in tile result of
slep 1.

3. From the result of step 2, remove all the green nodes of the dependency graph of .513̀ -
except those described below from its match with the dependency graph of .SP1 . These
removed nodes adc Pit her in the graph of the meet of St 2 and SF., or they correspond to
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sorts or operations that changed in SP 2 (by definition of merge, we would like to pick those
changed elements from SP 2 later). We do not remove a green node that does not correspond
to any node in the graph of SP 2, because that green node corresponds to an element that
has been deleted in SP 2 but left unchanged in SP3 . By the definition of merge, we prefer
to keep the unchanged part rather than delete it.

4. Add the nodes from the result of step 3 to the graph produced in step 1. These nodes
represent either new elements in SP3 , or elements that have changed from SP1 to SP 3, or
elements that have not changed from SPI to SP 3 but have been deleted in SP 2.

5. Steps 2 to 4 are repeated for SP 2 instead of SP3.

6. Every link in the dependency graph of SP 3 that is not in the result of step 5, and whose
source and target nodes (or nodes corresponding to them in the graph of 5P 2 ) are in the
result of step 5, is added to to the graph from step 5.

7. Similarly, every link in the dependency graph of SP 2 that is not in the result of step 6, and
whose source and target nodes (or nodes corresponding to them in the graph of 5P 3) are in
the result of step 6, is added to the graph from step 6, unless its corresponding link from
the graph for SP 3 has already been added in step 6.

4.4.3 Related Work

In this section, we discuss research related to our work described in this paper, and argue how
this work attempts to complement and enhance the related work.

We discuss related work in three different areas as our work falls at their intersection:

1. composition operations for software development,

2. specification building operations, and

3. theories of reuse.

4.4.3.1 Composition Operations for Software Development Horwitz, Prins, and Reps
[?] discuss an al)proach for merging non-interfering versions of programs. They describe the
design of a tool based on language semantics to integrate different versions of a program. The

algorithm takes as input three 1)rogranis: a program A called the base program and two programs
B and C that are variants of t lie base program. Whenever the changes made to A to p)roduce B
and C (ho not interfere, the algorithm produces a new program D that integrates changes in B and
C' with ?t. They have imiplemented this algorithli using a representation similar to dependency
graphhs to facilitate detection of changes and analysis of interference among changes.

Our work attempts to extend this work along two dimensions:

With the advent of transformational techniques to transform a correct, validated .speci-
fication into an efficient program (see, for example, [?]), the process of developing and

formalizing software specifications has received considerable attention. Problems analogous

to program version integration arise during specification building as well. WVhen multiple
developers build large specilications. the task of merging the resulting versions is critical.
We have adapted the integration algorithm described by ilorwitz el al. to work for the
simple specification language with algebraic semantics I hat we have described in this paper.
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* We have extended the idea of composition to include - in addition to the specification inte-
gration or merge operation - join, meet, and difference. These operations help in combining
two specification modules, or in determining information common to two specification mod-

tiles, or in extracting information in one specification module that is not also in the other.
Our motivating example in Section ?? illustrates the usefulness of these operations.

4.4.3.2 Specification building operations In the algebraic specifications area, specification
building operations have been designed and analyzed (see [?], for a survey). While most work
on specification building operations has been motivated by a need to find a class of operations
that are complete in some sense (for examl)le, can a certain class of specification expressions be
constructed by a given set of specification building operations, [?]), we have focused on finding
operations that are necessary for certain applications such as designing reusable specifications or

merging different specification versions.
In [?], the only operation that is a composition operation in our sense is the union operation;

this operation is similar to our join ol)eration. The union operation assumes that the two specifica-
tions whose union is being computed have the same signature". We do not make this assumption;
furthermore, we want to preserve properties such as consistency and sufficient-completeness of the
input specifications, an issue that is not a primnary focus in their work. Hence we ensure that
there is no conflict b)etween the specifications being composed before composing themn.

Our composition operations can also be viewed as an extension of the concept of c'olution
transformations [?, ?, ?]. Evolution transformations are useful in evolving specifications by intro-
dlucing stereotypical changes into specificatjiois. BJut evolution transformations are not designed
to assist in sl)ecification validation: they do not guarantee any properties of the resulting sl)ecifi-

cations.

4.4.3.3 Theories of reuse Methodologies for software reuse have received substantial re-
search attention in recent years (see for example, [?]). We can view the process of reusing software
as consisting of the following high-level stel)s [?J:

"* finding conll)Oinlts,

"• understanding components,

"* modifying colnil)oiietlt s. and

"• cotiipositng coin lponents.

II this work we have foc)used on tle last of these steps: coml)osition of reusable components.
I eusabll Coil) potient s can Ibe coinposed to construct, other reusable components. Because

comtoiieit s fromi a reuse repositorly are uused often, it is import ant that they a;ie(, carefully designed.
and their correctness is en stred before I hey are deposite(d into tile repository. Therefore. oi r
rou )0lsit ion opera! ions work at. a seiatlitic level guaranteeing several important properties of the
resultili g coIm posite. This helAps in validating the reusable component before storing it in the

reposito*ry.
A.(ldilit oallv. whleli Iusers ret rieve a 11(1 compose large comiponents. tihey are iinaware of tlie

ilite'ra('tiolis hotw('eei thtese ( Mellpoitetls. Ilehice it is essential to have ait(illmate(l tools that (call

IO. inl iure is simplyp thei collectioni of sort and function symbols used in the specification.
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compose such components and indicate any conflicts. This was also one of our main considerations
in the design of composition operations.
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Section 5:
A Software Development Process Model for
the KBSA Concept Demonstration System

This section describes, at several different levels of description, one likely KBSA-
based software development process. It does not attempt to present the definitive
KBSA software development process model, but ratner a convincingly detailed
example of one possible model. As other KBSA researchers have noted, there will
probably never be a single KBSA process model - one of KBSA's greatest
strengths is its potential ability to support alternative process models (Jullig,
1989). However, in order to understand and discuss the issues involved in
developing process models for KBSA, we believe it is essential to develop at least
one detailed example of a potential model.

Section 5.1 will present an overview of the process model, and section 5.2 will
discuss how the Concept Demo represents elements of the process model (e.g.,
tasks, transformations, and kb-module states) internally.

5.1. High-Level Vision of the Concept Demonstration System Process Model

This section describes a high-level vision of a process model for software
development based on a Knowledge Based Software Assistant (KBSA). Further, it
relates that process model to the functionality present in the final delivery
version of the KBSA Concept Demonstration System.

5.1.1. Overview of the High-Level Process Model

Distinctions Between the KBSA and Waterfall Models. The KBSA-oriented
software development process model discussed below presents its users with
three major advantages relative to the conventional Waterfall development
practices:

* Formal representation and manipulation of the target system specification
without committing to a specific implementation, enabling strong validation of
via simulation, prototyping, and other evaluation techniques and system-level
(rather than program-level) optimization for better performance;

* Tightly integrated, rapidly cyclical, incremental development, enhancing
continuity between successive development artifact states and enabling
improved traceability and replay of the development process; and

o Sophisticated and integrated process modeling capabilities, allowing control of
development without forcing a waterfall-like, lock-step progression on the set of
development artifacts.
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Application Abstract System Functional
Domain System Instance System
Description Description Description Description

Pre-Formal

Formal
(executable)

Optimized
Code

Figure 5-1: How Conventional Models Treat Development Information

As shown in Figure 5-1, conventional, waterfall development typically captures
three types of information defining the system to be built: an application domain
description (e.g., an entity-relation diagram), a system instance description (e.g.,
a Yourdan structure chart), and a functional system description (e.g., a functional
specification). This information is captured, organized, and integrated at an pre-
formal level, and the system instance description is then elaborated into
optimized code. In some cases, parts of the system instance description are
elaborated into formal specifications via prototyping or simulation models. These
are (sometimes) used to validate the pre-formal instance description, prior to its
implementation and optimization in code. Note that, in most cases, these
executable partial specifications (i.e., the prototypes and simulations) do not feed
forward into the actual code development process.

Figure 5-2 shows that KBSA handles this information in a significantly different
way. First, it makes far greater use of formal (i.e., executable) specifications. This
enables incremental development and increases the power of the validation
process. Second, KBSA makes explicit use of a new category of information, the
abstract system description. The abstract system description is an executable
specification, synthesizing the desired system behavior and the key application
domain models, prior to any major commitment to implementation techniques.
The KBSA-supported developer defers optimization issues until the abstract
system model has been elaborated and validated.
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Application Abstract System Functional
Domain System Instance System
Description Description Description Description

Pre-Formal -_-_________
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(executable)

Optimized
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Figure 5-2: How KBSA Treats Developmentlnformation

Structure of the Section. Section 5.1.2 describes briefly the previous work from
which our model is derived, and presents our process model at an overview
level, depicting the complete spectrum of software development and evolution.
Section 5.1.3 then presents more detailed discussions of the model's treatment of
requirements in their pre-formal state. Section 5.1.4 discusses how they are then
formalized as implementation-independent, declarative requirements. Within
the Concept Demonstration project, these processes received the bulk of our
effort and attention, and are thus more fully described than is specification
implementation in section 5.1.5. After a brief descriptions of the relationship
between this model and Boehm's Spiral Model in section 5.1.6, section 5.1.7
presents a summary of section 5.1.

5.1.2. Presentation of the Process Model

Relationship to Previous Research. Our Process Model integrates research from
three different areas: (1) knowledge-based software engineering, (2) Artificial
Intelligence (AD) planning and its application to software development, and (3)
studies of the cognitive, social, and organizational processes employed in real-
world software development.
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The transformational development paradigm (Balzer, 1985) provides the
foundation for our process model. The KBSA research program has been created
around an elaborated vision of that paradigm (Green et al, 1983), and many of
the atomic tasks represented in our model are transformations developed in
earlier KBSA program work (Johnson and Feather, 1990; Goldberg et al, 1989;
Smith, 1990). Similarly, the task formalism that we present here is an extension
of that developed in an earlier KBSA research effort, the Project Management
Assistant (Daum and Jullig, 1990).

decisions &
rationale

development

npeclfication Acquisition specification Translation suh CompAlaion L program

specificatif1 )a dn s r elonopmentetaskean

E-- a~intenanw l-

Figure 5-3: Balzer's Extended Automatic Programming Paradigm

Intelligent software development environments, such as MARVEL (Kaiser et al,
1988) and Grapple (Huff, 1989), have defined software development task and

object formalisms that AI planning techniques can operate on. For example,
backward chaining can be used for plan generation. This will identify the
sequence of tasks that will move an object (e.g., a specification) from its current
state to a desired state. Our model applies this strategy, but at a finer granularity,
planning for the development of individual objects as well as for components
consisting of multiple objects.

Work done at MCC by Guindon et al (1987) and Curtis (1990) illustrates the
importance of enabling the developer to move between the highly conceptual
and implementation-specific levels of analysis. Their results suggest that the rich
process description information in process programming models (Osterweil,
1987) should be combined with a more flexible, adaptable planning approach
such as that discussed by Huff (1988). This gives the human developer control of
the development process through a mixed initiative interface, while providing
him with powerful development capabilities.
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Perry (1988) discusses the importance of issues of scale and number of
developers, which many process modeling formalisms fail to address. Barghouti
and Kaiser (1990) have begun to address some of these issues in their Multi-User
MARVEL model. Mi and Scacchi (1990) identify several standard techniques
which can be used to coordinate the work of multiple developers when resource
conflicts occur. Their formalism has been used to analyze and simulate
methodologies for large development teams. While our work to date has focused
on guidance for the individual developer, our formalism for tasks and states is
almost identical to theirs. Therefore, we believe that we can provide similar
capabiiities by integrating their process representation meta-model with ours.

Section 5.2 below will describe how our work combines Al planning with a
knowledge-based implementation of the transformation-based development
paradigm. As noted by Huff (1988), this provides the planning mechanism with
more uetailed, rigorous, and complete knowledge about the current state of the
specification. Similarly, the development operations are described in greater
detail, so planning can actually produce a list of specific, detailed development
steps - many of them executable - that will achieve the project objectives. To
ensure that the human directs the software development process, we provide a
mixed-initiative interface which gives the user both control and responsibility.

Environment Level : : :iii: :i ::i

Orgniatona PocssChange

Requirem'ts OgnztoaPrcs= <S
AcgqulsItn & r = rD y
Organizat'n

Organizational Process Level ip t

Software/1Funtconal Architecture Level y.

S~P
n • -t• nr

Devto ment a 0 : i •
St t

,i0 • - Software
'I''• Specification I n .p, Reverse

Implementation Engineering

HardwareiTechnical /Architecture Level

Figure 5-4: High-Level Process Model
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Overview of a KBSA-Oriented Process Model. ThiF model is a direct descendent
of Balzer's. It extends his work by explicitly considering (1) the acquisition and
organization of informally expressed requirenients, (2) the communication and
contention issues of programming in the large, (3) the reuse of specification
elements, and (4) the inclusion of reengineeri-g as a means of developing formal
specifk•cations. The process model we present here is discussed primarily in terms
of the forward engineering process, but it has strong assumptions concerning the
importance of reverse engineering and the evolution of deployk-d systems.
Figure 5-4 represents a high-level view of the development process. The basic
concept illustrated in the Figure is that KBSA-based development progresses
through four major activities:

1. Acquisition: capture of requirements, in text and/or graphic form, followed
by their disambiguation and organi: ation into a well-formed structure of
requirements in preparation for their formal expression;

2. Specification development: formalization of requirements and their
incremental development via evolution transformations (cf. Johnson and
Harris, 1990) to a detailed but still implementation-independent state;

3. Specification implementation: application of meaning-preserving
transformations to optimize these formal requirements into specifications
(implementation-specific statements suitable for compilation and operational
deployment); and

4. Deployment and installation of the production-quality system, followed by
its ongoing operation, and evolution.

The background shading of the Figure is intendcd to convey that different types
of knowledge are required for each of the activities in the process model.

Knowledge of the Environment: The environment refers to knowledge external
to the organization itself, such as Government regulations, relevant properties of
physical laws, and standards for financial accounting. The organization typically
has little control over these, but their implications for the functionality of the
application must be recognized early in the development process. For example, a
system that controls a petroleum refinery must include robust models of the
relevant chemical reactions, just as an asset management system must use
accepted depreciation calculation methods.

Knowledge of Organizational Processes: Organizational process knowledge
describes practices within the organization, such as the pricing of products, the
assignment of business responsibilities to personnel, or the identification of
objects on radar as hostile or friendly. In most cases, the application software to
be built (or re-engineered) is intended to support the performance of these
processes. For example, the U.S. Federal Aviation Administration's current
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practice is to divide air traffic control responsibilities between different groups of
controllers responsible for ground control, departure and approach, and flight
en-route. The requirements need to capture this information such that the
appropriate data can be displayed effectively to each of these controllers.

Knowledge of Software/Functional Architectures: This level includes the
knowledge that the application system is expected to contain, and describes the
behavior it is expected to exhibit. For example, an ATC system is expected to
contain representations of (or "know about") aircraft, pilots, separation rules,
airports, and controllers. Its behavior will typically include the ability to display
a representation of an airspace sector and to maintain a common database of
flight information in order to support air traffic controllers. Knowledge at this
level also includes non-functional requirements and software development
techniques.

Knowledge of Hardware/Technical Architectures: At this level we describe the
target system's intended execution environment in terms of hardware and
system software. In some cases, the constraints imposed by the technical
environment will need to be considered in the formalization of specifications or
even earlier in the description of requirements. For example, if the application is
constrained to use IBM-3270 technology for its interface, most user interaction
will have to be handled through character-based input and output. Alternatively,
the knowledge that the application system is expected to operate in an
environment offering more powerful graphical user interface capabilities enables
the developer to design a completely different (graphical) interface.

The organizational process change activity shown reflects our recognition that
new application software will generally imply adjustments to the organization's
operating procedures, training programs, hiring practices, and possibly other
areas as well. In addition, plans for conversion and installation should be
developed prior to the deployment step. We will not address this activity further
here, but recognize that it will require additional consideration before KBSA
technology can be successfully transferred to actual production usage.

Software reverse engineering abstracts design information from the code and
documentation of existing systems, and reimplements the design in a more
maintainable form. Reverse engineering allows organizations to move from a
conventional to a KBSA-based environment. Today's organizations have
mission-critical software that is very difficult and expensive to maintain. For
these organizations to realize the full benefits of KBSA, they will need to reverse
engineer their legacy systems into KBSA, because:

1. Up to 80% of software development effort goes to maintain existing software
rather than implementing new software (Martin and McClure 1983).
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2. Even completely new systems developed with KBSA will have to be
integrated with existing systems. This integration will be far more difficult if
these systems remain based in static, inflexible, non-KBSA technologies.

Unfortunately, although the importance of reverse engineering to KBSA been
articulated (Kozaczynski and Ning, 1989; Kotik and Markosian, 1989; Newcomb,
1989), much work remains to be done on reverse engineering into KBSA.

5.1.3. Acquisition and Organization of Pre-formal Requirements

Acquisition and organization of informally expressed requirements logically
precedes the development of formal requirements. This involves the
identification and organization of relevant information, application domain
descriptions expressed in natural language. We use the term pre-formal to
describe requirements in this state, where the requirement is expressed
informally, but the informal expression is a component of a formal object (a
hypertext requirement object) with formally expressed relationships to other
hypertext objects. Requirements can be differentiated into three types of
information: application domain descriptions, user expectations of system
behavior, and the designer's preliminary concept of the evolving system
(Johnson and Harris, 1990, Johnson and Feather, 1990). Each requirement can be
linked with others to form kb-modules. We envision that the activities below
would typically be used to capture, organize, and refine requirements. This is
not a fixed sequence of activities to be applied mechanically to every
requirement, but rather a set of operations to be applied in various orders as the
nature of the case requires.

Ra equirements User Expectaton

SHypertext Requirements 04N0

To Specification
DevelopmentIo n~on o nf

and Linkage Resolution

Domain Expertise

Figure 5-5: Requirements Acquisition end Organization
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* Initial capture of an atomic requirement element. For example, "The minimum
vertical aircraft separation should be 1,000 ft up to flight level 290." We would
also capture information describing the source or owner of the requirement (in
this case, FAA document 7110.65, page 5-5-1).

o Objective (automated) clustering by ownership and commonly occurring
terms. For example, the sentence above might be automatically clustered with
other declarations concerning "minimum ... aircraft separation."

o Subjective (user-assisted) clustering on the basis of related concepts. For
example, we might link aircraft separation rules with a domain model of the jet-
route network, since the capacity of the jet-routes can only be determined with
reference to the minimum separation standards in effect.

o Identification and resolution of incompleteness and incorrectness. In terms of
the above example, we might note that flight levels are units of altitude
measurement corresponding to 100 feet (i.e., flight level 290 is 29,000 feet).

o Resolution of conflicts/contradictions internal tc kb-modules. Suppose, for
example, that one requirement states that "All indicators of aircraft, airspace, and
radar will appear on the controller's display at all times" while another states
that "To improve usability, no more than 50 distinct items will be displayed at
any given time." These are potentially in conflict, should the airspace region
displayed contain more than 50 items. The application designer might resolve
this by requiring that the system allow the "graying out" of some of the less
important items when the display includes more than 50 items, or by providing
several types of display filtering options.

o Review and approval of individual kb-modules. For instance, after the
appropriate users have agreed that the pre-formal expression of the separation
requirement has been expressed accurately, the developer can begin to formalize
that requirement.

o Resolution of conflicts/contradictions between kb-modules. For example, the
separation kb-module and the human-computer interaction standards kb-
module might contain contradictory expectations regarding the interface design.
These will need to be addressed (at least to the extent of identifying tradeoffs
between different goals of the target system) before the modeling and evaluation
of the conflict in the specification development process can take place.

Iterative review of requirements will occur even at the pre-formal requirements
state, as users examine the relationships stated in the preliminary description of
the domain and system functionality. Once they agree that it represents their
intentions and domain knowledge accurately, it will be placed in a modification
controlled state. Automated analyses will be conducted to ensure that each kb-
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module is well-formed. For instance, this could involve determination that each
question attached to a requirement has a response attached to it.

The KBSA Concept Demonstration System supports requirements acquisition
and organization via a hypertext capability (Johnson et al, 1990 and DeBelis,
1990) and the use of a presentation architecture (Harris and Czuchry, 1988).
Automated text input, display of the structure of the pre-formal hypertext
requirements plex, and requirements browsing capabilities are also available.

5.1.4. Development of Formally Expressed Requirements

We use the term formally expressed requirement (or formal requirement) to
denote the next state of development in the KBSE process model. Our use of
formal implies simply that the requirement is expressed in a machine-intelligible
language - that the formal requirement can be compiled. Our choice of the term
requiienient signifies the declarative nature of the system description. A formal
requirement that describes a process, for example, will identify its preconditions
and postconditions, but will not include a procedural description of an
algorithm. The algorithm description will be added in the specification
implementation stage.

To Rsq'to

Acquisition/ • osrclkn.

OrganizationB

Figure 54: Formalization of Requirements

The iterative process of formally expressing the pre-formal requirements can
begin at any time. Generally, however, it will follow their acquisition,
organization, and review. As shown in Figure 5-6, the formal expression activity
allows two main approaches: reuse and construction. After one (or possibly both)
of these approaches has been selected, the formal requirement is elaborated and
extended. Periodically, it will be validated by the owners of its associated pre-
formal requirements. Typically, the formal expression will cycle through several

elaboration, validation, and revision processes, as inconsistencies,
incompleteness, and inaccuracies are uncovered and corrected. These iterations
will also include modifications to the pre-formal requirements to ensure that they
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stay in sync with their formal expressions and to maintain traceability. Once the
requirements been formalized, they will be combined with other modules and
any inconsistencies will be rectified. Finally, any remaining incompleteness
(such as unintentional non-determinism, omniscience, and omnipotence1 ) will be
corrected in a completion task (Johnson, 1990).

A typical formal element will begin as an pre-formal requirement. Using the
incremental construction approach, the developer will use a combination of the
following operations to formalize and elaborate the pre-formal elements of a kb-
module:

"* Basic Knowledge Base operations will create formal objects corresponding
the pre-formal requirement.

"* Evolution transformations will elaborate these objects, replace their default
values with appropriate context-specific ones, and capture their more
complex relationships (e.g., define rules and relationships between objects).

To validate, revise, organize, and complete the formal requirements, the
developer will use an incremental process combining features of prototyping
with elements of the Spiral Model (see Boehm, 1988). This incremental process
will iterate through the following operations:

e Automated analysis will identify problems of completeness and consistency
within each formal requirements kb-module, and suggest evolution
transformations that can be used to correct these problems.

* Users and developers will validate the formal requirements via critiquing
paraphrases and the behavior of prototypes and/or simulations.

* Developers will apply evolution transformations to revise the formal
requirements until the behavior of the prototypes and simulations is
considered correct, and their associated pre-formal requirements are also
updated.

* Developers can then apply powerful kb-module transformations, such as
union, intersection, and difference operations (described in section 4 above),
to integrate the individual kb-modules, removing inconsistencies and

1Non-determinism occurs, for example, when a specification defines a set of distinct options
without indicating how selection among them is to be made (e.g., a constraint stating that there
exists some controller for each controlled aircraft, without stating how a controller is to be
assigned to an aircraft). An omniscient specification assumes that it has access to any data it
requires, ignoring the question "Where did that data come from?" An omnipotent specification is
one which assumes that a change made in its knowledge base (e.g., a change in the value of
aircraft-heading) will automatically cause the corresponding change in the environment (the
physical aircraft will actually change its heading).

5-11



duplication between them (while validating that their behavior continues
unchanged).

* Automated analysis, as well as review by users and developers, will identify
any remaining non-determinism, omnipotence, or omniscience, and
developers will apply evolution transformations to revise the kb-module.

At this point, the developers will have produced a formally expressed,
declarative statement of the functionality required of the target application
system. Additional types of information, such as the target application's intended
execution environment and its non-functional requirements (e.g., response time,
throughput, capacity, etc) will also need to be specified for viable large-scale
development. These non-functional requirements would also be initially
captured and organized as pre-formal hypertext, and later expressed as formal
requirements.

In the KBSA Concept Demonstration System, basic knowledge-base
manipulation commands are used to create the initial formal objects. These are
then extended and refined via evolution transformations similar to the high-level
editing commands developed in the Knowledge-Based Specification Assistant
(Johnson, 1987) and the ARIES project (Johnson and Feather, 1989). Powerful
evaluation techniques such as paraphrasing, prototyping, and simulation
complement the consistency and completeness analyses performed automatically
by the KBSA Concept Demonstration System. The Concept Demo uses a
presentation architecture (similar to that described in Harris and Czuchry, 1988)
to maintain consistency between different presentations.

5.1.5. Specification Implementation

The formal requirements passed forward to specification implementation will be
declarative constructs, such as demons, constraints, and class hierarchies with
inheritance and default values. The default method of compilation for some
constructs may be very inefficient and none will be optimal. Specification
implementation will transform these constructs into more efficient, lower level
constructs via facilities such as data structure selection, unfolding of constraints,
state saving (to handle historical reference), finite differencing, and loop fusion.
We will use the term formal specification to denote a system description model
in this state.

These techniques have been examined in the research performed at the Kestrel
Institute in the KIDS environment (i.e., Smith, 1990) as well as at other research
centers (cf. Balzer, 1985). The amount of effort required in this stage will depend
upon a number of factors:
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" Complexity of the problem. For example, implementation of a specification
for a real time scheduling system will require all possible optimization
techniques.

" Capabilities of the run-time environment. For example, in some
environments it will not be possible to directly compile a specification with
global knowledge base or constraint constructs.

" Non-functional requirements. For instance, response time, reliability, and
other non-functional constraints to guide the specification implementation
process.

" Sophistication of the compiler. Some of the transformations which are now
user guided (such as those demonstrated in the KIDS environment) may
eventually be automated, as compiler technology continues to become more
powerful.

In contrast to the transformations used in specification development, those used
here will be meaning preserving - ideally, this will have been proven to be true
for them. They will improve run-time characteristics of the target system (e.g.,
performance). Most of the previous research on these transformations has
emphasized processing optimizations, which are very important, especially for
real-time systems. But other types of implementation transformations will also
require attention before KBSA will be usable in industrial environments. These
include data-oriented optimizations and system architecture selections. Systems
which deal with very large amounts of data require different types of
optimizations than do process intensive systems. These optimizations must
consider low-level details about the structure and access languages of the
system's various data-bases. System architecture factors play an essential part in
the implementation decisions which real programmers make. KBSA needs to
represent and use such knowledge to integrate different architectural
environments efficiently and seamlessly.

Following Concept Demo's goal of leveraging existing KBSA software, we have
integrated with the KBSA Development Assistant (Smith, 1991) to provide
specification implementation functionality. As noted above, this work has dealt
mainly with process optimizations.

5.1.6 A Spiral View of the Concept Demo Process Model

Another view of this process model relates it to the Spiral Model described by
Boehm (1988). This model identifies a set of discrete development cycles, each
consisting of a planning, execution, and evaluation phase. Evaluation of the each
cycle's outcome guides the planning for the next cycle. Each cycle reduces project
risk by concentrating development effort on the most critical issues facing the
project. For example, suppose the application's functional requirements are
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familiar to the developers but a new type of interface technology is desired (e.g.,
digital video interactive). In this case, the spiral model would suggest that a
feasibility study of the new interface technology should precede a detailed
requirements analysis.

The following sequence of topics could represent a spiral model development
process in a KBSA-based environment:

"* Capture basic requirements and system interfaces
"* Elaborate pre-formal requirements

(functional, non-functional, and architecture in parallel)
"* Formalize pre-formal requirements

(functional, non-functional, and architecture in parallel)
"• Investigate reuse possibilities
"* Elaborate formal requirements

(functional, non-functional, and architecture in parallel)
"• Merge functional requirements and architecture into system model
"* Model and evaluate performance and reliability (revise system model)
"* Optimize functional specification using meaning-preserving

transformations
"* Generate code from optimized specification
"• Install application and convert existing data and procedures
"* Operate and evolve application

5.1.7 Summary

This section has presented a high-level overview of one possible process model
for software development in a KBSA environment. The model's major activities
are organized around the degree of formalization and elaboration of the software
development artifact. They need not proceed in lockstep, but rather provide the
developer with strongly integrated facilities enabling rapid cycles of software
development, validation, elaboration, and ongoing enhancement. The model
recognizes that support is needed for the acquisition and organization of pre-
formal requirements information as well as for the creation and extension of
formally expressed specifications, and extends an earlier model to do so. It
recognizes the importance of interfacing with existing systems and the recovery
of procedural knowledge embedded within them, and provides these capabilities
by inclusion of Software Reverse Engineering as a top-level activity.
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5.2. Plan-Based Guidance for Knowledge-Based Software Engineering

This section describes a Process Model formalism based on Artificial Intelligence
(AI) planning techniques which has been developed for the Knowledge-Based
Software Assistant (KBSA) Concept Demonstration System. This formalism
integrates previous work using planning representations to model software
development (e.g., Kaiser et al, 1988, and Huff, 1989) and work on knowledge-
based software development, such as the KBSA Specification Assistant (Johnson
and Feather, 1990) and the Kestrel Interactive Development System (Smith,
1990). A central feature of these environments is their use of powerful
transformations to support the development process (Green et al, 1983). A
transformation is a formally expressed, machine executable operation that
changes the state of a program or formal specification. Transformations change
programs in controlled, systematic ways to introduce or enhance desired
features. For example, they can improve execution efficiency or elaborate
descriptions of the system's functionality or context.

5.2.1. Introduction

By integrating an AI planning formalism with a knowledge-based software
engineering environment, the Knowledge-3ased Software Assistant Concept
Demonstration System exemplifies significant advantages over conventional
development support. These include (1) stronger guidance in the selection of
development operations; (2) better development process traceability; (3) more
powerful development support; (4) finer-grained planning capability; and (5)
mixed-initiative development. This section will describe the planning formalisms
used to accomplish this integration, and present an example illustrating these
benefits.

By superimposing a plan-based formalism on a knowledge-based environment
we achieve the following benefits:

"* Stronger guidance in transformation selection. Even experienced users of
knowledge-based development environments can have difficulty selecting the
appropriate transformation sequence to achieve a development goal. The
planning formalism helps developers select goals and construct
transformation sequences to achieve them.

"* Better development process traceability. Because the planning formalism
provides access to the rationale for each transformation, we can record not
only the sequence of transformations applied, but also information relating
the transformation's local goal to the higher-level software development
process goals.

By extending plan-based formalisms to model knowledge-based development
environments, we achieve a complementary set of advantages:
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"* Higher-level development operations. Knowledge-based development
increases development productivity because - using transformations on
software development objects (e.g., objects and relations in the application
domain) rather than operations on edit-level objects (e.g., characters, lines, or
regions in an Emacs text file) - it accomplishes far more work in each atomic
action of the developer.

"* Finer-grained planning capability. Transformations with strong semantics
replace editing tasks with very weak semantics as the leaf nodes in the plan
structure. In conventional software development environments, most
development tasks employ low-intelligence tools such as text editors. For
example, adding a new entity to an E/R diagram (see the example presented
on pages 7-11 below) and propagating this change through other affected
design documents (e.g., data-flow diagrams) require several manual editing
steps for each diagram. Through the use of transformations, this activity can
be executed in a single atomic step.

"• Mixed-initiative development. Rather than force developers to change their
work style to fit the planning system's model, we follow Huff (1988) in
employing a mixed-initiative work style. As users execute tasks, the planner
can recognize plans "bottom-up" and relate them to the process model. The
stronger semantics of the t-ansformation-based formalism enhance the
planner's ability to do this. When stronger guidance is desired (for example,
to support novice users) the Concept Demo can employ a top-down planning
approach, in which the user selects a high-level task and allows the system to
guide her to its completion, step by step.

This section is structured as follows. Section 5.2.2 will explain the knowledge
representation formalism used in the Concept Demo to provide the advantages
described above, and section 5.2.3 will then present a detailed example showing
how the formalism supports them. Section 5.2.4 then concludes with a discussion
relating thp formalism to other work on process models and a brief summary of
possible directions for future work.

5.2.2. Representation of Process Knowledge

As described above, the Concept Demo model of software development is
derived from that of Balzer (1985) and modeled more generally on the KBSA
approach (Green et al, 1983, and Sasso and DeBellis, 1990). Software
development in the Concept Demo begins by capturing informally expressed
requirements. These are next formalized as declarative requirements (e.g.,
invariants, functions, demons, or methods expressed formally). Later,
implementations are derived for these declarative requirements using either
algorithm design techniques (Smith, 1990) or transformations (Johnson and
Feather, 1990). Optimization is then performed on the specification before code is
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derived. This is done using data structure selection and algorithm optimization
transformations. For example, a data structure defined at the declarative level as
a set might be transformed into either an array or a list, depending on whether or
not its maximum size is L.iown. Loop fusion, which merges two iterations over a
set into a single iterati,-, (cf. Goldberg et al, 1989) exemplifies an algorithm
optimization.

The Concept Demo uses a hierarchical planning representation to model this
process. The two primary constructs in this representation, states and tasks, are
or c-nized in hierarchical state-transition diagrams. The transitions represent
tasks which change the states of development objects (requirements,
specifications, code) in the developer's workspace. A state description is a
predicate used to test the status of one or more of these objects. Since
development objects and project management informaf in are represented in an
integrated knowledge-base, it is possible to formalize descriptions of important
states in the progress of system development. This enables the Concept Demo to
evaluate the status of the developer's workspace automatically, and to identify
transformations which he can apply to achieve his development goals.

Tasks are hierarchically related: each task is either atomic or has one or more
sub-tasks. Tasks may be executable, non-executable, or mixed-initiative in nature.
An executable task can be carried out with little or no human guidance.
Examples of executable tasks include transformations and automatic analysis
routines. To carry out an executable task, the developer needs only to select the
task and (perhaps) respond to system prompts for various parameters. E.amples
of non-executable tasks would be gathering and modifying informal
requirements and reviewing a prototype generated from a specification with an
end-user.

As an example of this formalism, consider the Splice-Communicator task. This is
an atomic, executable task which can be performed through invocation of the
"Splice-Communicator" transformation. The transformation's input is a group of
development objects with an associated marker indicating an illegal slot access.
Its preconditions would determine that the object-group is checked out to the
developer for modification and that the illegal slot reference occurs in the object-
group. Its primary output is a new version, elaborated to include a process
defined to access the slot legally. Splice-Communicator is atomic, so it will not
have a subtask sequence. Its supertask might be, for example, Resolve-Illegal-
Slot-Access. A (simplified) specification of the splice-communicator task is
shown in the Appendix. This specification is expressed in Extended Refine
Specification Language (ERSLa), as described in DeBellis (1990).

The Representation of Development Objects and Their States

Splice-Communicator, like many other transformations, operates on groups of
objects, rather than single objects. The Concept Demo uses a structure called a
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knowledge-base-module (kb-module) to organize the objects in the developer's
workspace into these groups. A kb-module is special class of object, which
provides encapsulation at a higher-level of granularity than that provided by
existing object-oriented representations. In traditional object-oriented
representations, an object can hide its behavi-nrs and states by declaring its
methods and slots to be public or private. A kb-module provides encapsulation
at the object (as opposed to the method or slot) level. Objects are associated with
kb-modules and - unless explicitly declared as exported - the objects in one
kb-module are hidden from those in other kb-modules.

As shown in Figure 5-7, each kb-module in the KBSA Concept Demo goes
through four high-level states:

1. Pre-formal KB-Module: containing some pre-formal objects (hypertext
requirements or informal diagrams) that have not been linked to formal
representations.

2. Formal Requirement KB-Module: containing pre-formal objects which have
all been linked to formal declaraticn objects, some of which are not yet
associated with formal implementation objects.

3. Formal Specification KB-Module: containing a formal implementation object
for each formal declaration object, and a formal declaration object for each
pre-formal object.

4. Optimized KB-Module: containing a formal implementation object for each
formal declaration object, a formal declaration object for each pre-formal
object, and associating optimized implementation objects with the formal
implementations wherever appropriate.

Two of the transitions in the diagram are bi-directional: the one between pre-
formal and formal requirements, and that between formal requirements and
formal specifications. The bi-directionality indicates that an iterative process is
often involved in these transitions. For example, in adding implementation-level
detail to a formal specification, one may uncover the need to include additional
requirements.
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Figure 5-7: Highest-Level State Model

We formally define the four high-level kb-module states enumerated above as
predicates, so the Concept Demo can monitor the status of a kb-module at any
time. In Appendix 5.2-A, we show these predicates expressed formally in
ERSLa.

Modeling Three Levels of Software Process Activity

The Concept Demo models development activity at three levels: the kb-module,
the developer's agenda, and the project. At the kb-module level, the developer
manipulates a set of related knowledge-base components organized into a kb-
module. The kb-module level corresponds to "programming in the small." At
the agenda level, activity focuses on the identification and prioritization of
various tasks assigned to an individual developer. Models at the agenda level
can be thought of as corresponding to a "programming by the one" paradigm.
The project level integrates the responsibilities and outruts of many developers,
working either as individuals or in teams. This level encompasses both
"~'programming in the large" and "programming in the many."

Interactions between the kb-module and the agenda levels occur when an
activity at the kb-module level, such as elaboration of a specification, introduces
items into or removes items from some agenda. After a change in the workspace,
the agenda mechanism is automatically invoked to create new agenda-items
appropriate to the state and the process model and remove those referring to
goals that have been satisfied.

The Concept Demo's agenda mechanism can propose specific executable tasks
that are likely to resolve issues currently on the agenda based on its knowledge
of states, operations, and goals. Issues on the agenda are represented as goals
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(which are predicates). Tasks have preconditions and postconditions (which are
also predicates). In the simplest case, a goal might match the postcondition of a
certain task and its precondition might already be satisfied, allowing the task to
be posted to the agenda as a proposed solution for that issue. In more complex
cases, the task's precondition may not be satisfied, so it becomes the active goal.
This backward chaining may continue until the system finds a sequence of
operations that transforms the current state into the desired goal state (or until it
determines that no such sequence can be automatically constructed for the goal).

Interactions between the agenda and project levels occur when an activity at the
project level introduces changes to a developer's agenda, or when a change to an
agenda has implications for the overall project. For example, removal of an
ag2nda-item may imply completion of a task which allows logically subsequent
tasks to begin. Agenda-items are only removed when one of three conditions is
true:

* the executable task associated with the item successfully executes;

* the user marks an agenda-item as completed, provides a justification, and the
Concept Demo verifies that the item's postconditions have been satisfied; or

* external changes to the knowledge-base make the agenda-item irrelevant
(for example, if an item identifies a syntactic problem in a specification
statement, and the statement is deleted, the item will automatically be
removed).

In each case it is possible to record automatically the date and time that the
agenda-item representing the final postcondition of a task was completed, as well
as the identity of the agent who completed it. Similarly, monitoring the status of
the set of agendas enables determination of the overall project status and the
identification of potential difficulties in time for management to take action.

5.2.3 An Extended Example

We now present a detailed example which illustrates the advantages of our
approach. Our example focuses on an Air Traffic Control (ATC) project kb-
module with two sub-modules. The atc-domain sub-module models the aircraft
domain. It contains classes such as aircraft, pilots, flight-plans, controllers, etc.
The atc-system sub-module is a specification for a system to monitor and control
aircraft. Figure 5-8 shows three sub-states of the formal specification state (gray
area) along with the preceding formal requirements state:

* A specification kb-module is considered unresolved if it has unresolved
issues attached to one or more of its formal objects. We have incorporated the
model used in the graphical Issue-Based Information System (Conklin and
Begeman, 1988) to represent issues and resolutions relating to systems.
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During development, users, managers, domain experts, and developers
indicate potential problems with a kb-module by attaching gIBIS objects to
the offending objects.

* A kb-module is resolved if all known issues have been resolved, but the
developer has not yet executed the validation task. The developer may be
awaiting the readiness of another kb-module, perhaps containing its test
cases. Alternatively, he may plan to elaborate some elements of this kb-
module further, but may not yet be ready to do that.
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execution, and review of simulated system behavior, derived from test cases for
the specification.

Validate
ATC-System
KB- IModule

Re3ource Generate .. Generate &
Anal~i Anaysi Review Review Test

.........Paraphrase Simulations

11 Executable Task

Ii-I Mixed Initiative Task Genervie

Non-Executable Task Paraphrase

Figure 5-9: Sub-Tasks of Validate Specification

Returning to our example, suppose that the atc-system kb-module is currently in
the "Resolved" formal specification state. Since the developer's goal is to move
the kb-module to the validated state, the Concept Demo instantiates a task
hierarchy to validate the kb-module. Figure 5-9 shows this hierarchy, and
highlights its mixed initiative nature. The Validate ATC System task indudes
both executable and non-executable sub-tasks. Syntactic Analysis and Resource
Analysis are both executable. Upon a command from the user, the Concept
Demo can determine if any syntactic or resource conflicts are present, and will
create issues to describe those conflicts. But while the system can generate an
English-like paraphrase of the specification, it cannot review that paraphrase and
determine how well it matches the intentions of the developers and users.

We use heuristics to define the order in which sub-tasks are performed.
Resolving problems at the syntactic level may lead to the discovery of new
problems at the resource level, so syntactic analysis precedes resource analysis.
Similarly, we perform all executable validation tasks before mixed initiative
tasks. This lets the Concept Demo identify and help resolve as many issues as
possible before the specification is reviewed by human domain experts and
executives, whose time is in high demand.

In our example, suppose that the atc-system kb-module successfully completes
Syntactic Analysis. This analysis and its successful outcome are recorded in the
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Concept Demo's History Mechanism, which automatically maintains a record of
the sequence of development operations and the knowledge-base state on which
they were performed (DeBellis, 1990). In Resource Analysis, however, an illegal
access by atc-system of the atc-domain kb-module is discovered. As currently
defined, methods and demons in the atc-system specification access the aircraft-
location slot on instances of the aircraft class. Since the aircraft-location slot has
not been exported from the atc-domain kb-module, the interface conventions of
the atc-domain kb-module have been violated (see Figure 5-10). This violation is
detected by the Resource Analysis, and an issue is created to mark this problem.
The execution of the analysis, its unsuccessful outcome, and the specific issue
created are captured by the Concept Demo History Mechanism.

The creation of a new unresolved issue has moved the atc-system kb-module
back into the unresolved state. From the description of the issue and its
knowledge of task postconditions, the Concept Demo can propose two
alternative resolutions. The first resolution is to apply the export-object
transformation. This would export the aircraft-location slot from the atc-domain
kb-module. The second resolution is to apply the splice-communicator
transformation. This would require the user to specify a communication slot or
method which was visible to both kb-modules and could be used to
communicate the value of the aircraft-location slot to the atc-system kb-module.

KB-Module KB-Module
ATC- Domain ATC-Sgstem

method: report-location (ac:aircraft)
Method : print-to-screen("Aircraft is at

Report- Location location -a", aircraft-location(ac))
C183s: [ Uses: -1

Aircraft ai rcraft-location? de mon mai ntai n -co u re (ac: ai rc raft)

rD e mo ýn hen expected -1ocati on (ac) ~
Maitai-Corse aircrat't-location(ac) do

i nitiate-co u re-correction(ac)

Figure 5-10: Illegal Access of Aircraft-Location Slot

An aircraft's location is only known to the real-world ATC System through
intermediary processes such as radar tracking or visual observation. The
developer therefore chooses to apply the splice-communicator transformation, as
its effect will more closely correspond to the domain. The Concept Demo then
adds a new class (radar) to the ATC-Domain kb-module. It also adds two new
slots:
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"* radar-unit, which points from an aircraft to the radar on which it is

monitored, and

"* radar-track, which holds a representation of the location of the aircraft.

Another result of the splice-communicator transformation is that the radar-track
and radar-unit slots are automatically exported from the atc-domain kb-module.
In addition, all the methods and demons in the atc-system kb-module which
accessed the aircraft-location of aircraft have now been modified to access the
radar-track of the radar-unit which monitors that aircraft. Figure 5-11 illustrates
the resulting situation. Again, the enactment of the Splice-Communicator
transformation and its successful result are captured automatically by the
Concept Demo History Mechanism.

KB-Module KB-Module
ATC- Domain ATC-SSystem

Method:

Class: radar- unit: poi nts Report- Location

Aircraft to radar monitoring
ai rcraft method: report-location

(ac:ai rcraft)
aircraft-location print-to-screen( "Aircraft is at

location 'a",
Uses: radar-track(radar- unit(ac)))

Radar radar-track,
Demon radar- unit

Class- Demon:
modifies: Radar Mai ntai n-Course
radar-track

demon maintain-course (ac: ai rcraft)
when expected-location(ac) -=
radar-track(radar-unit(ac)) do
i nitiate-course-correction(ac)

Figure 5-11: Resource Conflict Resolution

5.2.4 Discussion
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The example above shows how the synthesis of Al planning techniques and
knowledge-based software development can provide the benefits we discussed
in this section's introduction.

* Stronger guidance in transformation selection: Because our process model
formalism defines the set of possible kb-module states, the Concept Demo can
determine the current-goal state for any kb-module. Further, since the
formalism includes explicit definitions of specific transformations, the
Concept Demo can identify candidate solutions with preconditions that
match the kb-module's current state and post-conditions that match its
desired state. Thus, in the example above, the Concept Demo Agenda
suggests two candidate transformations which can resolve the illegal access
issue.

* Better development process traceability: At the completion of each
development step in our example, the Concept Demo History Mechanism
automatically recorded the action taken, its outcome, and the resulting state
of the knowledge-base. In the case of the Splice-Communicator
transformation, this included information describing its rationale (i.e.,
performed to resolve illegal-slot-access and a reference to the hypertext
description of the illegal-slot-access), providing strong traceability.

"* Higher-level development operations: As illustrated in the example, the
Splice-Communicator transformation creates a new class, defines two key
slots on that class, and modifies existing methods and demons such that they
access the appropriate slot on the new class. This is all performed in a single
operation, with strong consistency maintenance capabilities, illustrating the
power of transformation-based software development.

"* Finer-grained planning capability: In most conventional environments, the
Al-planner's recommended response to the illegal-slot access issue would
have been "edit ATC System data-flow model" to correct the issue. The
Concept Demo, because its model includes strong descriptions of specific
transformations, is able to suggest more specific responses (Export-Object or
Splice-Communicator).

"• Mixed-initiative development: As Figure 5-9 shows, our formalism explicitly
models executable, non-executable, and mixed-initiative tasks. In the
example itself, the developer is presented with suggestions as to possible
resolutions for the illegal-slot-access issue, but retains the ability to select the
appropriate one. Further, at the developer's discretion, he can use a
completely different technique that may be more appropriate in a specific
development situation.

Every modeling formalism has its advantages, so it is important to examine each
one against more general criteria, as well as against its own claims. We will now
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evaluate our formalism against a set of process modeling criteria proposed by
Chroust and reported by MacLean (1988). Chroust identified four important
characteristics to be considered when evaluating a process modeling formalism.

1. Humans should be able to understand the model(s), both in simplified and in
complete versions. The basic concepts in our model - task and state - are
intuitively meaningful and familiar to most software development professionals.
Their formal representations, as shown in the Appendix, can be interpreted
meaningfully after a brief orientation to ERSLa syntax. As envisioned in the
original KBSA statement (Green et al, 1983), the Concept Demo employs mixed-
initiative interaction, enabling the developer and the system to complement each
others' knowledge and expertise.

Further, as suggested by Kellner and Hansen (1988), we use generally accepted
representations (both graphical and text-based) and present multiple,
complementary views of the process to enhance the model's intelligibility. For
example, we use trees to show structural relationships in the product and process
hierarchy models. We use state-transition diagrams to depict the possible
sequence of states a kb-module will evolve through as it is elaborated, although
this kb-module state information is available only in text display in the Concept
Demo delivery version. The text-based agenda is also familiar to most users. In
all these presentations, the user has the ability to select the level of detail that is
most relevant to the task at hand.

Perhaps most importantly, the transformations modeled in our formalism are
defined as meaningful software engineering operations (e.g., splice-
communicator) rather than document-based editing (e.g., insert-character). And
the plan-based aspect of the model enables the association of transformations
with both local and higher-level objectives, to provide even stronger information
about the model's underlying logic. This helps our model satisfy Chroust's
human understanding issue.

2. The model(s)should be interpretable by machines (e.g., computers). Since all
the elements of the Concept Demo process model are expressed in a formal,
executable language, ERSLa, our formalism satisfies Chroust's second issue,
machine intelligibility. Indeed, the integration of the formalism with the
powerful automated support provided by transformation-based development
satisfies the requirement that the modeling approach "offer automated tools
supporting the approach" (Kellner and Hansen, 1988, p. 27).

3. The model(s) should be adequate for use in industrial software development
context, and should include the ability to express information about the
necessary ancillary services. The adequacy of our model for use in an actual
industrial environment has yet to be demonstrated. Its only application to date
has been in a single-user, concept demonstration prototype system. The large
amount of knowledge stored about each development object and task may
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require the use of hardware and system software environments considered non-
standard in industry. As discussed above, we also need to model multi-user
development capabilities in the model prior to its application in a large-scale,
real-world development project.

4. The model should be easy to manipulate, including the ability to modify,
compare, and combine process models. Our formalism enables the manager to
create, tailor, and combine process models in a flexible fashion. First, the plan
structure has been developed in an object-oriented environment, bringing that
approach's powerful support for reuse and adaptation. Second, the
transformation-based development paradigm allows the capture and replay of
transformation sequences (cf. Goldberg et al, 1989). Most importantly, the AI
planning paradigm itself, as noted by Huff (1988), supports these characteristics
as shown by capabilities such as failure recovery, detection and resolution of
conflicting actions, identification of shortcuts, and goal revisions.

Our model satisfies Chroust's first, second, and fourth points, but the jury is still
out on point three (suitability for industrial application). We regard the current
Concept Demo process model formalism not as a destination, but rather as a
promising avenue for further exploration of process model representations and
the demonstration of the feasibility of the KBSA vision.

5.2.5 Possible Extensions of the Current Formalism

There are three ways in which the Concept Demo delivery version does not fully
implement the model described above. First, our work has focused only on
sophisticated guidance for an individual developer. However, as discussed
above, we believe that we can provide multi-user capabilities similar to those
developed by Mi and Scacchi (1990) by integrating their process representation
meta-model with ours. This would also enable us to add a process model query
facility like that in their Articulator. In addition to the current actual status
information available via the Concept Demo's general object display mechanism,
this would enable the user to get information about previous model states
(development history) and possible model states (a what-if capability).

Second, to provide guidance to the developer, the current system relies
exclusively on stored knowledge describing the interdependencies of
development tasks and possible states of products. We did not integrate a
theorem prover, but consider feasible and desirable the possibility of adding a
direct inferencing facility such as that provided in the KBSA Development
Assistant (Smith, 1991).

Finally, the Concept Demo delivery version offers only limited capabilities
supporting the reuse of process models, although strong potential for this exists.
The reuse and replay approach suggested by Goldberg et al (1989) and the
replanning capabilities discussed by Huff (1988), can be used to develop
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transformation-like capabilities for the adaptation of individual process models,
enabling their continued use in dynamic environments as well as their revision
for employment in different contexts.

Appendix 5.2-A: Splice-Communicator Task Definition
and KB-Module State Descriptions Expressed in

Extended Refine Specification Language

Task Definition: Splice Communicator

task splice-communicator
subclass-of evolution-transformation
subtask-of RESOLVE-ILLEGAL-SLOT-REFERENCE
input-products (referenced-module: kb-module,

referencing-module: kb-module, illegally-accessed-slot: slot) preconditions
[assigned -developer (kbm) = current-user,
checked-out-to (kbm) = current-user,
illegally-accessed-slot in owned -objects(referenced-module) &

exWx x in owned-objects(referending-module) &
illegally-references(x, illegally-accessed-slot)),

postconditions
fforall(x) x in owned-objects(referencing-module) =>

legally-references(x, illegally-accessed-slot))

KB-Module State Definitions

function empty-module?: map(kbm: kb-module) :boolean=
empty(owned-objects(kbm))

function preformal-module? (kbm: kb-module) :boolean
ex(so) (so in owned-objects(kbm) & preformal-requirement?(so))

function formal-requirements-module? (kbm: kb-module) :boolean
-preformial-module?(kbm) &

ex(so) (so in owned-objects(kbm) & unmaintained-requirement?(so))

function formal-specification-module? (kbm: kb-module) :boolean
-enipty-module?(kbm) &
-preformal-module?(kbm) & -formal-requirements-module?(kbm)

function optimized-module? (kbm: kb-module) :boolean
formal-specification-module?(kbm) &

forall(xXx in owned-objects(kbm) => checked-for-optim-izations?(x))

function formal-requirement?(obj: object) :boolean=
invariant?(obj) or function-with-conditions?(obj)

function preformal-requirement?(obj: object) :boolean=
hypertext-requirement(obj) & empty(formaolized-by(obj))

function unmaintained-requirement? (obj: object) :boolean=
formal-requirement?(obj) & empty(maintained-by(obj))
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6. Recommendations and Conclusions

This section describes our recommendations and conclusions based on the
overall Concept Demo effort.

6.1 Recommendations for Future Design Decisions and Standards

In this section we address the requirements in sections 4.2.6 of the Concept Demo
SOW. Section 4.2.6 requires documentation of:

"... design decisions that should be considered by future efforts initiated under
RADC's KBSA program, and shall address, as a minimum:

a. Enhancement of hardware platform independence.
b. The need for consistent interface definitions and communication protocols.
c. Environment services that should be present at different levels of granularity to

support both commonality in usage and specialization.
d. KBSA-environment extendibility that supports the integration of new

functionality in a uniform way."

In section 6.1.1 we discuss the use of commercial software. This was one of the
most significant design decisions in the Concept Demo and is relevant to
hardware independence of future KBSA systems (point a. above). In section 6.1.2
we describe the support environment for the Concept Demo and how that
environment could be generalized to a KBSA support environment (point c.). In
section 6.1.3 we discuss emerging interface and communication standards for
Software Engineering Environments and how those standards could be used to
build a KBSA-environment in an extendible way (points b. and d.).

6.1.1 Use of Commercial Software

One of the most significant design decisions made in the Concept Demo project
was the decision to build the system on a commercial off the shelf (COTS)
platform (Refine). The following describes pros and cons of using COTS tools in
light of our experience with the Concept Demo. We first discuss the two
arguments most frequently made against the use of COTS tools and then discuss
lessons learned from the Concept Demo that are relevant to these arguments.

The standard arguments heard against the use of COTS tools involve cost and
flexibility.

1) Cost. COTS technology increases the cost of both the development and run-
time environments for a research prototype system. This can take away resources
from the research effort and make it more difficult to distribute the prototype.
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2) Lack of flexibility. Researchers do not like to be constrained by using tools
that do not provide source code. COTS tools may enforce constraints on the
implementation of certain types of functionality.

For the following reasons we believe that these arguments are often given too
much weight when considering whether or not to use a COTS platform.

1) Cost of COTS versus cost to rebuild functionality. When considering the cost
of using a COTS development environment, the cost for developers to build the
functionality that already exists in the COTS tool - as well as the increased
productivity that will be gained from using a more robust and well documented
COTS development environment - must be factored in. When this is done, it
will almost always be the case that the cost of the COTS tool is significantly less
expensive than the cost to rebuild even a subset of its functionality.

2) Cooperation of COTS vendors. Most of the vendors of technology related to
KBSA are eager to participate in research projects and to see prototypes
developed using their environment. This participation increases their visibility
and gives them access to new potential customers interested in advanced
technology. Cooperative participation of vendors can result in discounts for run-
time versions of prototype systems. In addition, vendors are often willing to
provide normally hidden information to researchers allowing them to extend or
modify the functionality of the COTS tool itself. For example, Reasoning Systems
provided significant discounts for limited-use Refine licenses for technology
transfer of the Concept Demo. In addition, Reasoning on several occasions
provided extremely valuable support to help Concept Demo developers
understand and modify internal features of the Refine language and
environment.

3) Hardware and operating system portability. Building KBSA functionality on
a COTS platform should significantly increase the portability of future KBSA
systems. COTS vendors have a significant incentive to port their tools to various
platforms and to minimize the work that must be done to port applications built
using their tools from one supported platform to another. For example,
commercial interface building packages such as Open InterfaceTM from Neuron
Data allow developers to create interfaces that can be ported across various
window managers and operating systems. These interface builders typically
allow developers to create interfaces that can easily port to and from Motif, Open
Look, Microsoft Windows, the Macintosh Interface, etc. Use of such interface-
building tools and other COTS tools such as object-oriented databases and expert
system shells would significantly increase the platform independence of future
KBSA systems.

6.1.2 KBSA Environment Services
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Figure 6-1 illustrates the general functionality developed for the "CD
Framework". As described in section 2.3.1, the CD Framework consists of
functionality that spans the software development life-cycle. In the Concept
Demo it was used to integrate existing KBSA systems and as a foundation for
requirements, specification and process guidance functionality.

ERSLa Process Presentation-based Interface

Dialect Representation Intervista

Refine KB Common Windows

Common Lisp

Unix & X Windows
Figure 6-1: Block Diagram of the Concept Demo Framework

Req/Spec
Languages Knowledge-Based Presentation-based

Language Process Management Interface
Meta-Models I

Language Extended Transactions & Window
Modeling Configuration Management Utilities

KB Language

Programming Languages & OODB
Operating System & Window Manager

Figure 6-2 Block Diagram Proposing General KBSA Service Layers

Figure 6-2 shows a block diagram that is a generalization of the services provided
by the Concept Demo framework. Figure 6-2 also adds services that were not
required in the Concept Demo because it was primarily a single-user system. In
the following we describe the layers in figure 6-2 and, where appropriate,
describe commercial technologies that provide some or all of the functionality
required for a particular layer.

Operating System & Window Manager. Recent KBSA efforts seem to have
achieved a de-facto standard for hardware, operating systems and windowing
environments. Recent KBSA projects by Software Options, Kestrel, ISI, Sanders,
and Andersen Consulting have used Unix (almost exclusively Sun) workstations
running X windows. We believe that this is a good standard to adhere to for the
near future.

Programming Languages & OODB. The Concept Demo was implemented
exclusively on top of Common Lisp. Future KBSA systems will need to support
multiple programming languages - at the very least to test code generated for
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run-time systems and most likely for the various tools to support the
development environment as well. In addition, an object-oriented database will
be essential to provide knowledge-base support for multiple users. This level
should utilize commercial environments to support languages such as C++ and
Lisp and a commercial object-oriented database.

KB Language. This corresponds to the "Refine KB" layer in figure 6-1. This layer
consists of capabilities found in object-or.ented and rule-oased systems - classes,
inheritance, message passing, inference engines supporting forward and
backward chaining, etc. Examples of this layer in other KBSA environments are
AP5, Socle, and Loglisp. There are several commercial tools on the market that
provide sophisticated KB language support implemented in Lisp and C. These
include Refine, Prokappa, and Art-IM.

Language Modeling. This corresponds to the "Dialect" layer in figure 6-1. This
provides the ability to specify grammars which correspond to object meta-
models for the language. That is, when parsing a language construct, the parser
generated by a KBSA language modeling tool will create a parse tree tha is a
composite of instances of objects in the meta-model. For example, in Reltie,
parsing a function will create an instance of the class "function". That instance
will have slots that point to the parameter list, the return type, and the body of
the function. The value of each of these slots will in turn be an instance of another
object in the meta-model which will further be decomposed into slots and values
corresponding to the parse tree of the function. This object-based representation
of parse trees makes writing general purpose analyzers and transformations
much easier. We also include the transformation engine in this layer since it
should be tightly coupled with the parser generator (e.g., the parser generator
should output patterns that can be used by the transformation engine). The other
example of this layer in current KBSA environments is the POPART system from
ISI.

This language modeling capability is one of the most important new technologies
to emerge from the KBSA effort to date. Thi, "s the primary reason that KBSA has
had a big technology transfer impact on re-engineering - language modeling can
be used to model and analyze systems in existing programming languages. The
only commercial tool that currently provides these capabilities is the Dialect
component in Refine.

Extended Transactions and Configuration Management. This layer is not
present in the Concept Demo because the Concept Demo is primarily a single-
user system. This layer extends the object-oriented database with capabilities
required for group design environments. Gail Kaiser describes the capabilities
needed for this layer in [Kaiser 88b]. Examples of KBSA environments that
provide such capabilities are the Artifacts system [Karr 891 and the configuration
management system in the KBSA Framework [Larson 901. Some of the better
object-oriented database systems provide a subset of this layer. We believe that
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the best approach for KBSA is to build this layer on top of a commercial object-
oriented database.

Window Utilities. This layer corresponds to the Common Windows/Intervista
layers in the Concept Demo and to "Level 1" (Building Blocks) in the KBSA User
Interface Environment (KUIE) [Larson 90]. This layer provides an object-oriented
front end to window manager functionality and also provides general classes
useful for software development environments such as icons, links, etc. There are
several C and C++ based commercial tools that provide most of the functionality
required for this layer. As described above, one of the advantages of using such
tools is that they provide support for porting user-interfaces to various operating
systems and window managers.

Language Meta-Models. This layer consists of meta-models for programming
and requirements and specification languages. In the Concept Demo, this layer is
implicit in the ERSLa layer. We make it an explicit layer here to emphasize that
future KBSA environments will contain meta-models of programming languages
used for code generation as well as various requirements and specification
languages. There are currently no commercial implementations of this layer (or
any of the following layers).

Requirements and Specification Languages. This layer corresponds to the
ERSLa layer in the Concept Demo. We use the plural here to emphasize that
future KBSA environments will eventually contain multiple specification and
requirements languages. In fact, even in the Concept Demo there were small
grammars in addition to ERSLa for describing hypertext networks and kb-
modules. There are currently no commercial implementations of this layer.

Knowledge-Based Process Management. This corresponds to the task classes
and methods inherited from the PMA and extended in the Concept Demo. Other
examples of process representation formalisms are transaction graphs [Karr 90]
and the rules in Marvel [Kaiser 88]. There are currently no commercial
implementations of this layer.

Presentation-based Interface. This corresponds to the presentation-based
interface described in detail in section 2.3.1.1. and to level 2 in KUIE. Other
examples of presentation-based interfaces are the interfaces in the KBRA [Harris
881 and Aries [Johnson 90]. There are currently no roimmercial implementations
of this layer.

6.1.3 Interface Definitions and Communication Prot ocols

The KBSA community should not invent its own interface definitions or
communication protocols. There is significant progress being made in defining
Open Systems and CASE standards. KBSA should pay close attention to these
standards and adhere to them as much as possible. Adherence to such standards
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will allow KBSA systems to smoothly incorporate existing conventional tools
such as editors, compilers, etc. Adherence to such standards will also allow
existing conventional environments to incorporate individual KBSA modules
with functionality such as language modeling, transformations, specification
languages and analysis, etc.

The CASE standard that currently seems the most promising is PCTE. It has
several factors in its favor:

1) It is object-oriented and thus will not hinder the development of a
knowledge-based repository the way a relational repository standard
would.

2) It is an emerging standard for software engineering tools used by the
DoD. For example, Cadre, Digital, Hewlett-Packard, Sun, and Bull all have
CASE tools that are committed to using PCTE. In addition the STARS
program and the new version of SLCSE being developed by ISSI for Rome
Laboratory plan to be PCTE compliant.

3) It has recently been adopted by IBM as part of IBM's AD-Cycle CASE

standard.

6.2 Lessons Learned: Technology Transfer

As of September 30, 1992, nine organizations had acquired KBSA Concept Demo
licenses and ten other licenses were in process. To gauge the effectiveness of the
Concept Demo with respect to its technology transfer objectives, we conducted a
survey of the licensee organizations to learn about their experiences with the
Concept Demo. Similarly, we conducted a survey to understand what issues had
slowed the completion of the licensing process in the organizations that had not
completed the licensing process. A full description of the responses is provided
in Appendix A of this report.

Of the nine licensees, we received responses from seven (78% response rate).
These organizations are identified using the following coding scheme:

Code Organization Description CD Training?

L1 DoD Graduate Institute (U.S.) Yes
L2 Non-profit Analysis Al Research Center (U.S.) No
L3 Industrial (Petroleum Services) CS Center (U.S.) No
L4 Industrial (Systems) Development Group (U.S.) No
L5 Industrial (Telecom) R&D Center (U.S.) Yes
L6 University Computer Science Dept (Middle East) No
L7 Federal (Non-DoD) Technology Institute No
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Two licensees did not respond: a non-profit research center (U.S.) and an
industrial (defense) software technology group (U.S.). Of the ten organizations
currently in the licensing process, we received feedback from eight of them (80%
response rate). These organizations are coded as follows:

Code Organization Description Refine?

N1 University Research Center (U.S.) No
N2 University Research Center (U.S.) No
N3 University Research Center (FDR) No
N4 DoD Training Center No
N5 DoD Research Agency No
N6 University Research Center (U.K.) No
N7 Industrial (Telecom) Technology Center (US) No
N8 Non-Profit Research Institute (U.S.) No

Two in-licensing-process organizations did not respond to the survey: a
university computer science group (FDR) and a non-profit software engineering
center (U.S.).

A representative of N5 attended the Concept Demo training program, but is no
longer involved in that organization's Concept Demo acquisition efforts. None of
the other in-license-process organizations have been representedat Concept
Demo training programs.

The feedback we received appears to support our claim [Sasso 1991] that the
transitionability of KBSA technology can be projected using the technology
transfer model proposed by [Rogers 1983]. Rogers suggests that the perceived
presence of four factors (relative advantage, compatibility, trialability, and
observability) will encourage the transfer of a new technology, while its
perceived complexity will discourage adoption.

Relative Advantage: The greater the extent of the new technology's perceived
superiority over existing technologies, the greater will be its likelihood of
adoption.

Demonstrations have been reported by two of the licensees (11 and L4). The
demonstrations conducted by Li appear to have generated enthusiastic support
for and interest in KBSA technology. Those conducted by L4 appear to have been
less successful in this regard. As more licensees conduct demos and report the
reactions of their audiences, we hope to identify and report the factors that are
associated with more successful demonstrations.

I The codes used in this section index survey respondents (ie.g., LI) and their specific comments
(e.g., L1-4. denotes the response by organization Li to question 4). These commetns are presented
in Appendix A of this report.
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Compatibility: The greater the consistency between the values, approaches, and
technical infrastructures required by the new technology and those of its
potential adopters, the greater its likelihood of adoption.

Trialability: The greater the extent that the new technology can be tried out in an
experimental, low-risk situation, the greater its likelihood of adoption.

From the information reported above, compatibility and trialability appear
closely related in this case. Where the technical infrastructure of the Concept
Demo (specifically, the Software Refinery environment) is compatible with that
of the licensee, the stakes involved in trying the Concept Demo out are perceived
as much lower (see comments N1-2, N2-1, N2-3, N3-1, N4-1, N5-1, N6-2, and N7-
2). There appear to be two components of this increased hassle of licensing:
bureaucratic organizational license approvals and processing (see N3-1 and N5-
1) and the additional cost of acquiring the Software Refinery and Franz Allegro
Common Lisp (see N1-2, N2-1, N2-3, N4-1, N6-2, and N7-2). Similarly, one
licensee reported that previous experience with Refinery facilitated the
installation process (U-1).

These comments underline the wisdom of Rome Laboratory in its inclusion in the
Concept Demo statement of work the requirement that transferable licenses for
software necessary to run the Concept Demo be delivered as part of the project
deliverables. These should facilitate the diffusion of KBSA technology, by
enabling Rome to reduce the up-front investment required to take the Concept
Demo for a "test drive."

Observability: The greater the degree to which the benefits of the technology's
use are visible to the adopter, the greater the likelihood of its adoption.

Complexity: The greater the extent to which the users perceive the new
technology as difficult to learn and use, the lower its probability of adoption.

These preliminary comments also suggest that observability and complexity can
be discussed together in this analysis. Only four of the responding licensees (L1,
L2, L4, and L5) have reported actual hands-on experience, and one of these (L5)
is very reticent in his responses. Comments made by LI (L1-3 and LU-7) and L2
(12-7) suggest that the impact of KBSA technology is observed fairly easily in the
Concept Demo, while L4's audience (L4-3) appears less convinced. L1, L2, and
L4 all suggest that the Concept Demo documentation could be improved (LM-7,
L2-7, L4-2, L4-2).

Only (LI) can describe working with the technology in a more free-form fashion.
Its comments (L1-4 and LU-5) are positive, but tentative.
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General Discussion: LI has clearly reported best experience and demonstration
results, and is clearly the most experienced and familiar with the Concept Demo.
Representatives of this organization attended a Concept Demo Training Session.
This suggests that the Concept Demo can clearly serve as an effective vehicle for
communication of the KBSA paradigm, but that significant familiarity (with both
the paradigm and the CD itself) is a prerequisite for effective demonstration and
explanation.

6.3 Conclusions

In this section, we summarize the major accomplishments and lessons learned
from the Concept Demo.

6.3.1 KBSA Integration

The Concept Demo is the first KBSA system to demonstrate coverage across the
life-cycle - from informal requirements to formal specifications to code. It is also
the most significant integration to date of previous KBSA concepts and
technology.

OHypertextScan
hardcopies to RF RF= yetx qieet pcfctoTF forma RT RT yetx qie ents a

Hypertext - organization & ERSvalSpmeiiction
translator formalization elaboration,"RTF

/ Hypertext

requrem s Create evelopmen Regroup
docuirments hypertext via Assista

CD interface Algorithm -

Objects design & code
generation

- -Files
Figure 6-1: Life-Cycle Coverage in the Concept Demo

Figure 6-1 illustrates the life-cycle coverage of the Concept Demo. Informal
hypertext requirements can be developed either by scanning hardcopies of
existing requirements documents, using a WYSIWYG editor such as Microsoft
Word, or using the Emacs interface provided by the Concept Demo. The
informal requirements can then be formalized and elaborated using evolution
transformations and specification feedback. Finally, the resulting system can be
input to the Development Assistant which can transform the specification into
efficient code.
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Figure 6-2: KBSA Integration in the Concept Demo

Figure 6-2 highlights the integration of KBSA technology in the Concept Demo.
The Concept Demo provided the first integration of a system built at ISI (the
Aries system) and Kestrel (the Development Assistant). This integration was
made possible by the cooperation of ISI, Kestrel, and Andersen Consulting.

* ISI developed a new version of Gist as part of the Aries project. The Aries
version of Gist used a syntax similar to the Refine language. ISI also
developed a translator that translates most constructs from Aries Gist into
ERSLa.

a Kestrel developed the Regroup language as a superset of the Refine
language and made it available to Andersen Consulting a year before the
completion of the Development Assistant project. The previous
specification language used in the Performance Estimation Assistant
(Performo) did not support Refine capabilities such as the assignment of
slot values to knowledge-base objects. These capabilities are essential to
languages such as Gist and ERSLa.

* Andersen Consulting developed the ERSLa Language which extended
the Regroup language with constructs from Gist such as invariants and
demons.

The technical integration of Aries and the Development Assistant is only the first
step to true KBSA integration. This technical integration pointed out that the
style of specification supported by Aries is significantly different from that
supported by the Development Assistant. Aries specifications consist of a
mixture of declarative constructs (e.g., invariants and pre/post conditions) and
operational constructs (demons, functions, and procedures with bodies).
Specifications for the Development Assistant must be purely declarative. In
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addition, Development Assistant specifications must be written as domain
theories. This requires the creation of a large set of distributive laws as a major
part of the specification. It takes a significant amount of training (even by
developers with strong backgrounds in logic and formal methods) to create such
domain theories.

The advantage of the Aries approach to specifications is that it is more intuitive
and easier for the average developer to use. The advantage of the Development
Assistant approach is that it provides a rigorous distinction between the "what"
and the "how" since the specification is purely declarative. Further, it supports
the design of algorithms using meaning-preserving transformations. The
reconciliation of these two approaches is a significant issue for future KBSA
research.

6.3.2 Architecture for Intelligent Assistance

The Concept Demo was the first KBSA system to demonstrate intelligent
assistance. Previous systems provided very sophisticated tools, but did not
provide feedback or guidance to the developer on how to use those tools. The
intelligent assistance for the Concept Demo included a general architecture that
integrated concepts from process-based environments such as CLF and
transformation-based environments such as the Specification Assistant. This
architecture demonstrated the following:

* An integrated process-support environment capable of invoking
traditional tools (e.g., editors) as well as transformations.

* An environment that supports traditional styles of work while providing
the benefits of formal development techniques and process support. For
example, developers can achieve the benefits of a formal specification
language while editing and viewing the specification language through
graphic interfaces.

* Integration of low-level tasks such as transformations with higher level
project-management tasks. This automates many project management
activities (e.g., updating the status of project-management tasks based on
activities performed in the developers workspace).

o An open architecture that separates the user-interface, product/process
analysis, product transformations, and process automation into
independent modules.

The Concept Demo architecture is a design for a KB-CASE tool that could be
built using existing technology. A KB-CASE tool would provide the ability to use
transformations in combination with traditional tools (such as editors). Where
appropriate, the power of transformations can be applied; where that technology
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is not yet developed, conventional support can be provided. A KB-CASE tool
would not require radical changes in the way developers work, but it would still
provide them with many of the advantages of process-based and formal
development environments. The open architecture of a KB-CASE tool would
allow it to incorporate emerging mature technology from the KBSA program and
to gradually evolve into a full-fledged KBSA.

6.3.3 A KBSA Process Model

Section 5 (above) has presented a high-level overview of one possible process
model for software development in a KBSA environment. The model's major
activities are organized around the degree of formalization and elaboration of the
software development artifact. They need not proceed in lockstep, but rather
provide the developer with strongly integrated facilities enabling rapid cycles of
software development, validation, elaboration, and ongoing enhancement. The
model recognizes that support is needed for the acquisition and organization of
pre-formal requirements information as well as for the creation and extension of
formally expressed specifications, and extends an earlier model to do so. It
recognizes the importance of interfacing with existing systems and the recovery
of procedural knowledge embedded within them, and provides these capabilities
by inclusion of Software Reverse Engineering as a top-level activity.

By integrating an AI planning formalism with a knowledge-based software
engineering environment, the Knowledge-Based Software Assistant Concept
Demonstration System exemplifies significant advantages over conventional
development support. These include (1) stronger guidance in the selection of
development operations; (2) better development process traceability; (3) more
powerful development support; (4) finer-grained planning capability; and (5)
mixed-initiative development. This section will describe the planning formalisms
used to accomplish this integration, and present an example illustrating these
benefits.

6.3.4 Formal Validation Extension

The goals of the formal validation extension to the KBSA Concept Demo project
were to study the techniques used in the KBSA paradigm to improve the
software development process, identify development phases where formal
validation is necessary, and then explore formal validation techniques that can be
applied to those phases.

We found that there was a need for reducing the complexity of validating the
specifications developed using the existing KBSA systems. We determined that
the complexity of the validation task could be reduced if it could be broken down
into incremental validation steps that accompany incremental evolutionary
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development. Formal techniques can be applied to design evolutionary

operations that support such incremental development and validation.

We accomplished the following in this project:

* Developed a conceptual model for incremental evolution and validation
of specifications.

* Put the evolution transformations in a more general software reuse
framework and discovered that retrieval and composition operations were
useful for evolutionary development and were missing in the current
KBSA.

e Designed formal operatiorn. -r performing composition of
specifications in an attempt to till the gaps mentioned above.

o Implemented these formal operations to run on a subset of the formal
specification language, ERSLa.

o Developed and implemented a scenario that demonstrates the use of the
composition operations.

As part of future work we intend to design formal operations for component
retrieval, and put the evolution transformations in the current Concept Demo
system (the adaptation operations) in this formal framework. We will also study
the interaction of retrieval, adaptation, and composition operations to guide
developers in the specification development process.
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Appendix A:
Technology Transfer Survey Results

As of September 30,1992, nine organizations had acquired KBSA Concept Demo
licenses and ten other licenses were in process. To gauge the effectiveness of the
Concept Demo with respect to its technology transfer objectives, we conducted a
survey of these organizations to learn about the licensees' experiences. Similarly,
we conducted a survey to understand what issues had slowed the completion of
the licensing process in the organizations that had not completed the licensing
process.

A.1. Feedback from Licensees

Of the nine licensees, we received responses from seven (78% response rate).
These organizations are identified using the following coding scheme:

Code Organization Description CD Training?

Li DoD Graduate Institute (U.S.) Yes
L2 Non-profit Analysis AI Research Center (U.S.) No
13 Industrial (Petroleum Services) CS Center (U.S.) No
L4 Industrial (Systems) Development Group (U.S.) No
L5 Industrial (Telecom) R&D Center (U.S.) Yes
L6 University Computer Science Dept (Middle East) No
L7 Federal (Non-DoD) Technology Institute No

Two licensees did not respond: a non-profit research center (U.S.) and an
industrial (defense) software technology group (U.S.).

1. Were you able to access and install the Concept Demo successfully? (If not,
please describe the nature of any problems.)

Li-1: I had no problem installing the system after using ftp to get it.

L2-1: Yes, we had one problem with certain windows coming up which was fixed
via (re::reset-resource ri::*small-text-window-resource*) (on Andersen's
advice).

L3-1: Bad News. I was planning on putting one of our Summer students to work
on playing the demos, but then when the time came we found something
more urgent for her to do. So ... we have not even installed the SW. I still
hope to do it next time I have inexpensive labor around.

L4-1: The CD ir:,,talled correctly the first time. It was relatively easy, but I'm
familiar with the commands you used. We already had XI1 and Refinery
installed, so that helped.

A-1



L5-1: Yes.

L6-1: The disk I ordered has been installed yesterday, and I can finally try to
install the KBSA CD, for which I got a license in May [5 months previous].
However, the pub/KBSA directory no longer exists ... Please send me new
ftp instructions ...

L7-1: We have not yet accessed or installed the Concept Demo. The group that
was interested in evaluating KBSA technology has been reassigned to
perform another study, but expects to return to KBSA in another several
months. At that point, we plan to install the technology. Please keep us
informed of training programs and later releases.

2. Did you try to perform the pre-defined demonstration scenarios? If so, were
you able to do so successfully? What types of problems (if any) did you
encounter?

LU-2: We had no major problems with the scenarios. Occasionally, for reasons we
could not figure out, the system would stall requiring getting out of the
Concept Demo. This was very infrequent and could have been due to
problems unrelated to CD.

L2-2: We eventually performed them all. At first we were slowed by the window
resource problem. We also had problems running the simulation scenario
which seemed to freeze after we had moved around a few of the windows
(despite being warned against this :-) ).

L4-2: We did run some of the scenarios. A few data input problems cropped up.
One case was were we tried to create a new knowledge-base module before
the directory existed, which was unsuccessful. Another was the use of
decimal points in the Browsing scenario when trying to change the spacing
for the depth of a tree. One thing I found perplexing was that the user
manual specifies how to start a scenario, and how to end it, considering the
comment that Restore-a-scenario is to be used for a single demonstration.
Moving from one scenario to another was not well explained, and shutting
down the scenario with kill-refine seems to be overreacting.

L5-2: Yes, no problems.

3. Did you demonstrate the Concept Demo to others? If so, please give us a
guesstimate of the number of people who have seen your demos and the nature
of their work (e.g., SE practitioners, SE researchers, students, technical managers,
high-level executives, ...). Can you say anything about the reactions of the
audience to the demos?
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L1-3: I and some of my students have demonstrated CD to over 100 people
(mostly students and about 5 - 10 faculty). The audience has been very
impressed with the system. The audience had very limited exposure to
concepts of KBSE and the demos created a lot of interest about KBSE. Many
commended the quality and stability of the implementation, given that CD
is a demonstration system. I expect to have about 5 students working with
the system, extending its functionalities or developing models using it.

L2-3: No, though not for lack of perceived interest. We had planned demos for
two different groups, but schedules being what they are the demos were
bumped.

L4-3: I demonstrated it to X, which was more of a team effort the first time. He
seemed pleased with it and wanted to work with it more extensively. Most
recently I demonstrated it to about 5 SE research managers, after talking
about it to a group of about 10 SE research managers. The 5 out of 10 group
appeared to be interested in it, but losing half the audience was annoying.
The only interesting query was a question about what OOA/OOD
methodology [is] supported by the CDS. What's your reply to that?

L5-3: Not yet, planned for Q1'93.

4. Have you tried to uses the Concept Demo functionality outside of the pre-
defined scenarios? Please briefly describe any such experiences.

L1-4: We have tried to develop examples using CD, but this work has not been
extensive.

L2-4: No.

L4-4: Not really.

L5-4: Not yet.

5. Have you attempted to build software extending the Concept Demo
functionality? Please briefly describe any such experiences.

L1-5: We are working on incorporating a model of rationale (REMAP) extending
the Semantic Network functionality of CD. The early attempts seem to
suggest thai we will be successful in our efforts.

L2-5: No.

L4-5: No.

L5-5: No.
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6. Have you contacted Andersen Consulting to request assistance with the
Concept Demo? If so, please comment on how prompt, adequate, and effective
the response you received was.

L1-6: Andersen (specifically Bill Sasso and Mike DeBellis) have been more than
willing to help. We greatly appreciate their help with acquiring CD,
participating in the training sessions, as well as extending CD.

L2-6: Andersen provided us with the "reset-resource" fix.

L4-6: No need to request assistance, yet.

L5-6: No.

7. Please feel free to make any additional suggestions or comments regarding
your experience with the Concept Demo.

L1-7: Please revise the manual to make it more readable. Also, provide a short
summary of what each scenario is trying to do and what the starting point
is and what the ending point is. As some scenarios have overlaps, unless
this information is clearly stated, the user may be confused "repeating" the
same steps from a previous scenario without a clear understanding of the
concept being demonstrated. [paragraph] The CD has provided us with an
opportunity to expose the Navy and other DoD officers in our Information
Technology Management curriculum to the exciting field of KBSE. A
demonstration accomplishes much more than what several lectures can not
accomplish. We are glad to be able to bring awareness of the technology to
the "right" audience. [paragraph] It has been a pleasure working with the
system and Andersen. Look forward to more of the same...

L2-7: I thought the Concept Demo showed its pieces well enough, but there were
a lot of features and capabilities in the CD and I did not get a good sense of
how they all played together. To some extent, the scenarios were disjoint. I
did not attend the CD training session, so maybe I missed out on this, but I
would have liked a level of description of the CD one level more abstract
than the user's manual. I know there were a number of papers about the
CD but these seem to have mixed the vision of the CD with the actual
implementation. Maybe what I am looking for is a combination high-level
design document for the CD (so that I could start to understand how the
pieces fit together) and a CD methodology document. I am not sure these
observations are completely fair to the CD as this information is probably
available from a combination of sources, but still I had trouble seeing how
everything fit together.

A.2 Feedback from those who have not completed the license process

A-4



Of the ten organizations currently in the licensing process, we received feedback
from eight of them (80% response rate). These organizations are coded as
follows:

Code Organization Description Refine?

N1 University Research Center (U.S.) No
N2 University Research Center (U.S.) No
N3 University Research Center (FDR) No
N4 DoD Training Center No
N5 DoD Research Agency No
N6 University Research Center (U.K.) No
N7 Industrial (Telecom) Technology Center (US) No
N8 Non-Profit Research Institute (U.S.) No

Two in-licensing-process organizations did not respond to the survey: a
university computer science group (FDR) and a non-profit software engineering
center (U.S.).

A representative of N5 attended the Concept Demo training program, but is no
longer involved in that organization's Concept Demo acquisition efforts. None of
the other in-license-process organizations have been representedat Concept
Demo training programs.

1. Has your organization decided not to complete the KBSA Concept Demo
licensing process, or is the process simply on "hold" for a while?

N1-1: ... I was the primary motivator for obtaining the system. I have since left
N1 and am now at the University of X. The process is on hold for me and is
probably dead at N1. I am proposing a new course in this department to
deal specifically with knowledge-based software engineering, although it
will be a year or so before I can teach it.

N2-1: We are on hold, pending availability of funds to acquire the necessary
software licenses from KBSA-CD contributors (i.e., we don't have the
money in any of our contracts at this time).

N3-1: ... we strongly plan to install the Concept Demo here, especially after I saw
it in Monterey and X (on of my research associates) at KBSE. In fact, we are
planning to use it in a class we teach jointly in the spring. The problem we
was (a) the Refine license which took a while to clear, (b) a decision on
whether to buy a full Common Lisp license or just go with the special offer
(we have been Prolog users so far), and (c) the slow bureaucracy in our
university which has to process the official orders. But it will come!
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N4-1: On hold, due to need for purchase of enabling software.

N5-1: For reasons I don't fully understand, negotiations concerning licensing
(which I understand needed to be completed prior to demo) were never
completed. The bottom line is that none of [us] here have seen the demo.

N8-1. The process is "on hold" due to the need to acquire Software Refinery.

2. If you have decided not to complete the licensing process, please describe any
factors that led to that decision, especially in terms of any aspects that you
believe Andersen or Rome Lab could modify.

N1-2: The decision not to proceed at N1 was motivated primarily be the need for
the Refine license. Partially cost and partially just having to deal with one
more group. At this point, I feel it is a dead issue at N1 because no one
there is as interested in KBSE as I was.

N6-2: Our interest in the Concept Demo was due to the fact that we are doing
research into automated software engineering tools and we wanted to see
what the Concept Demo was all about in relation to our work. When it
became clear that it required other pieces of software like Refine, which we
weren't interested in buying for a one-off demo, it began to sound like
much more trouble than it was worth to check it out.

N7-2: When I originally looked at the specs for KBSA, I saw another license (I
forget for what) which we would have had to procure for a nontrivial
amount of money. I did not see a business case which I could make for
spending that mount, so I didn't proceed with licensing KBSA.

3. If the process is simply on "hold," please describe the nature or causes of the
hold, especially any of those causes that you believe Andersen or Rome Lab
could modify.

N1-3: As far as my work at the University of X is concerned, things are on hold
until I get settled in. As I noted earlier, I want to do a class on KBSE
techniques, but must get the course approved and on the books. This
should not be a problem, but will take some time. My current research area
involves case-based reasoning and formal specifications, thus I consider the
Concept Demo important to my research as well. Again, it will just take
some time before I get started back up here.

N2-3: At this time, there is interest at the School of Business and at the CS dept at
N2 to get a copy of KBSA-CD for experimentation. If the KBSA-CD
package (including required platform software, e.g., Franz CL needed to
run Kestrel/Reasoning Systems software) were available to universities at
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"no cost" we would seek to get a copy immediately. But these days, we do
not have the approximate $1000 in software license money at our disposal.

N8-3. We were informed by Kestrel that we were not eligible for an educational
Refine license, and so have requested funding for a limited use license in
next year's budget.

Andersen Consulting is aware that at least one large aerospace industry
computer services organization regards the "Additional Consideration" clause in
the Concept Demo license as overly restrictive. This clause requires that - if
Andersen so requests - extensions to the Concept Demo made by the licensee be
licensed to Andersen under terms similar to the terms of the Concept Demo
license. When they pointed this out to us, we responded that this clause was
present in licenses for several other KBSA prototypes (which we believe they
have licensed), and suggested that they propose alternate language. To date, they
have not responded with a proposal fro alternative language.

4. Have you discussed any of these causes/factors with anyone at Andersen

Consulting? If so, how would your characterize the response?

N14: I have had no contact with Andersen Consulting.

N2-4: We have had a number of interesting discussions with friends at AC to try
to identify some collaborative projects whose funding would resolve this
resource constraint.

N8-4. Most of my interaction has been with Andersen's Mike DeBellis; he has
been helpful and generous with his time.

5. Please feel free to make any additional suggestions or comments regarding
your experience with the Concept Demo.

N1-5: I will obtain the Concept Demo if it is at all possible for me to do so, both
for my research and for teaching.

-U.S. GOVERNMENT PRINTING OFFICE i; 3-710-fl •-t.?t4
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MISSION

OF

ROME LABORATORY

Rome Laboratory plans and executes an interdisciplinary program in re-

search, development, test, and technology transition in support of Air

Force Command, Control, Communications and Intelligence (C3I) activities

for all Air Force platforms. It also executes selected acquisition programs

in several areas of expertise. Technical and engineering support within

areas of competence is provided to ESD Program Offices (POs) and other

ESD elements to perform effective acquisition of C3 1 systems. In addition,

Rome Laboratory's technology supports other AFSC Product Divisions, the

Air Force user community, and other DOD and non-DOD agencies. Rome

Laboratory maintains technical competence and research programs in areas
including, but not limited to, communications, command and control, battle

management, intelligence information processing, computational sciences

and software producibility, wide area surveillance/sensors, signal proces-

sing, solid state sciences, photonics, electromagnetic technology, super-

conductivity, and electronic reliability/maintainability and testability.


